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A B S T R A C T

Cybersecurity, which is defined as information security aimed at averting cyberattacks, which are among the
main issues caused by the extensive use of networks in industrial control systems. This paper proposes a model
that integrates fault tree analysis, decision theory and fuzzy theory to (i) ascertain the current causes of cy-
berattack prevention failures and (ii) determine the vulnerability of a given cybersecurity system. The model was
applied to evaluate the cybersecurity risks involved in attacking a website, e-commerce and enterprise resource
planning (ERP), and to assess the possible consequences of such attacks; we evaluate these consequences, which
include data dissemination, data modification, data loss or destruction and service interruption, in terms of
criteria related to financial losses and time for restoration. The results of the model application demonstrate its
usefulness and illustrate the increased vulnerability of e-commerce to cybersecurity attacks, relative to websites
or ERP, due partly to frequent operator access, credit transactions and users’ authentication problems char-
acteristic of e-commerce.

1. Introduction

The recent boom of network-based technologies has produced a
multitude of challenges to security and privacy (Gai, Qiu, Chen, Zhao, &
Qiu, 2017; Gai, Qiu, Ming, Zhao, & Qiu, 2017; Gai, Qiu, Xiong, & Liu,
2018; Rahmani, Amine, Hamou, Boudia, & Bouarara, 2016). Indeed,
cybersecurity and the attacks it aims to avert are regarded as among the
most critical issues derived from the extensive use of networks (Gan &
Brendlen, 1992); network security is a major problem because of the
manifestations of threats in the forms of viruses, worms and botnets
(Yang & Lui, 2014).

Ben-Asher and Gonzalez (2015) observe that one common target for
cyberattacks is the public web server that connects a corporate network
to the Internet; this public web server acts as a bridge, and enables
attackers to access and deface the corporate web site. After gaining
control of the web server, an attacker can also launch a Denial of Ser-
vice (DoS) attack from within the network. However, (Huang et al.,
2009) emphasize that the potential consequences of cyberattacks are
not merely technical and can have broader implications. As such, cy-
berattacks represent an important issue for all organizations concerned

with economic impacts, and interested in protecting its full scope of
digital.

In terms of sheer numbers, cybercrime has been on the rise, with
more than 59 million registered in 2015 (Bendovschi, 2015; Gartner
Group, 2018); the level of damage sustained by its victims has also
increased (Bendovschi, 2015). Cyber threats refer to internet-based
attempts to damage or disrupt Information Systems (IS) and hack cri-
tical information; this means that one factor contributing to the surge in
cyberattacks is, quite simply, the increased number of individual users
accessing the internet. Most of the 3 billion people who access the in-
ternet annually do so in the absence of the proper training and pro-
tection that a technical security staff provides; therefore, individual
internet users represent a significant point of weakness in cybersecurity
(Anderson & Agarwal, 2010; Bang, Lee, Bae, & Ahn, 2012).

Thus, risk analysis is an important activity that organizations must
perform, to prevent the attacks and/or negative consequences that can
arise from them. Indeed, many researchers have already proposed cy-
bersecurity models intended to help organizations counter cyber-
attacks. However, two critical gaps symptomatic to several of these
proposals ultimately motivated the development of this paper and will
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be fully articulated in the next section, which is dedicated to giving an
account of related works, but generally speaking, they involve the fol-
lowing: (i) a lack of structured methods for identifying the causes of
cyberattack scenarios, and (ii) a lack of quantitative measures for the
impacts associated with cyberattacks, including metrics that would fa-
cilitate analyses of financial risk and restoration time.

To fill these two gaps, account for the association between risk
analysis and decision theory (Borgonovo, Cillo, & Smith, 2018) and in
recognition of the multiplicity of criteria usable for a given risk analysis
(Almeida et al., 2015; Medeiros, Alencar, & De Almeida, 2017), this
paper proposes a multicriteria approach to cybersecurity risk analysis.
More precisely, it considers the construction and analyses of payoff
matrices reflecting effects obtained via different combinations of al-
ternatives and scenarios. The resulting proposed approach provides the
opportunity to comment about an evaluation of the particular criteria,
as well as the aggregated multicriteria risks. For the construction of
scenarios, this paper proposes the use of fault tree analysis (FTA), to
determine the vulnerability of cybersecurity and identify the potential
consequences of cyberattacks. The alternatives evaluation process was
developed using decision theory and fuzzy analysis. Therefore, the main
contributions of this paper are twofold:

(1)
(1) We propose a structured approach to characterizing the causes

of cyberattack scenarios that relies on the FTA method.
(2) We propose an approach to measuring cyberattack scenarios

that considers the risk of financial losses and analysis of re-
storation time analysis via the fuzzy theory decision.

The significance of our work hinges on the fact that our model was
specifically developed to facilitate the quantitative evaluation of the
cybersecurity risks associated with particular applications, instead of
prioritizing potential risks, as previously proposed in several papers
(Abdo, Kaouk, Flaus, & Masse, 2017; Grant, Edgar, Sukumar, & Meyer,
2014; Lopez-nicolas & Jose, 2008; Mik, 2012). As such, this paper
analyzed website, e-commerce and enterprise resource planning (ERP)
attacks, respectively (although it is possible to evaluate other applica-
tions), acknowledging each application’s importance to the organiza-
tional context and its vulnerability to attacks, and considering possible
consequences such as data dissemination, data modification, data loss
or destruction and service interruption, in terms of criteria related to
both financial losses and time for restoration.

The remainder of this paper is organized as follows: Section 2 pre-
sents an account of related literature regarding cybersecurity and cy-
bersecurity risk models; Section 3 provides a methodological back-
ground on fault tree analysis, fuzzy theory, and decisions under
uncertainty; then, Section 4 introduces the methodology explaining the
mechanism of the proposed approach, followed by Section 5, which
provides a numerical example validating the proposed approach; dis-
cussions of the main findings, along with the implications for theory
and practice, are presented in Section 6; and finally, Section 7 is
dedicated to conclusions, limitations of the study, and suggestions for
future works.

2. Related works

This section presents related works regarding cybersecurity and
cyberattack risk assessment models. It also outlines the limitations of
these previous approaches and, consequently, details the main con-
tributions of this paper.

2.1. Cybersecurity

Cybersecurity is defined as information security—applied to com-
puting systems, computer networks or the Internet, as a whole—aimed
at averting cyberattacks, including but not limited to, malicious

attempts to damage or destroy a computing system or network (Von
Solms & van Niekerk, 2013). In general, cyberspace assets require
protection from extremely hostile environments and intended harm
targeting private organizations and government agencies (Wang,
Zheng, Lou, & Hou, 2015; Whitley, 2009). According to the Gartner
Group (2018), in 2017, the global cybersecurity market was valued at
USD 103.84 billion. This amount of money, in addition to the cost of the
damages sustained by the main consequences of the attacks (e.g., loss of
information, reestablishment of the system, among others), justifies the
efforts of so many researchers to study and gain a better understanding
of the subject. We emphasize three main areas characteristic of the
cybersecurity studies that have been undertaken.

The first area is related to technology, with a particular focus on
developing technological solutions to reduce or identify threats and
attacks. Goodall, Lutters, and Komlodi, (2009) studied cybersecurity
analysis and the practical aspects of intrusion detection, highlighting
the expertise required to successfully detect intrusions. Kim, Yan, and
Zhang, (2015) presented an effective automated detection system,
namely DART, to identify fake webpages on the Internet. Bou-Harb,
Debbabi, and Assi, (2013) presented an approach composed of two
techniques intended to tackle the challenges of detecting corporate
cyber scanning and clustering distributed reconnaissance activity, re-
spectively. Burmester, Magkos, and Chrissikopoulos, (2012) described a
framework for modeling the security of a cyber-physical system in
which the behavior of the adversary is controlled by a threat model that
captures—in a unified manner—the cyber aspects (with discrete values)
and the physical aspects (with continuous values) of the cyber-physical
system. Dasgupta (2007) focused on building an autonomic defense
system, using immunological metaphors for information gathering,
analyzing, decision making and launching responses to threats and at-
tacks. Rejeb, Leeson, and Green, (2006) proposed an algorithm for lo-
calizing the sources of multiple attacks and identifying their nature in
all-optical networks. Recent works have also focused on wireless smart
grid networks (Gai, Qiu, Chen et al., 2017, 2017b), mobile data sharing
and transferring (Gai, Qiu, Chen et al., 2017, 2017b), and transmissions
using multi-channel communications (Gai, Qiu, Chen et al., 2017,
2017b; Gai et al., 2018). However, several of these approaches do not
measure the impacts of a cyberattack and/or do not evaluate these
attacks in a managerial manner, contradicting (Soomro, Shah, &
Ahmed, 2016), which argued that, because technological solutions
depend on information security policy and organizational strategies,
they should be approached from a managerial perspective.

The second area in the research is related to the analysis of in-
vestments in cybersecurity. Bojanc, Jerman-Blažič, and Tekavčič,
(2012) presented a financial approach to assessing the required in-
formation and communication technology (ICT) security investment
that considered return on investment (ROI), net present value (NPV)
and internal rate of return (IRR), to quantify the costs and benefits of
security investments. Chai, Kim, and Rao, (2011) examined the value of
an investment in Information Technology (IT) security, based on stock
market investors’ reactions to firms’ IT security investment announce-
ments. Bojanc and Jerman-Blažič (2008) presented a mathematical
model to optimize security-technology investment evaluation and de-
cision-making processes, based on a quantitative analysis of the security
risks and a digital-assets assessment in an organization. There are sev-
eral limitations to these approaches, including the lack of studies as-
sessing the risk of financial losses. Indeed, according to Patel, Graham,
and Ralston, (2008) assessing the financial losses that result from in-
formation security attacks complicates already-challenging risk assess-
ment models.

The third research area concerns models aimed at measuring the
risk of cyberattacks. Organizations should identify and evaluate the
main threats, prior to investing in internal-use protection technologies,
because they need risk metrics to prioritize expenditures of their limited
resources, to make their IS more secure (Cowley, Greitzer, & Woods,
2015). However, numerical approaches to quantifying cybersecurity
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risk are still very few, relative to qualitative ones (Patel et al., 2008).
Therefore, this paper focuses on the third area, because: (i) it provides
guidance for more efficient technological solutions to prevent attacks;
(ii) it renders the analysis of investments more easily; and (iii) it has
been minimally explored in prior research. Therefore, the next section
presents cyberattack risk assessment models, along with the gaps
identified in the foregoing literature on these models that motivated the
development of this paper. It also describes this paper’s mode of over-
coming the limitations of these previous studies.

2.2. Cyberattack risk assessment models

According to Patel et al. (2008), risk-assessment methods can be
either qualitative or quantitative. Qualitative risk-assessment methods
are used primarily in cases where risk-assessment calculations are
simple and, therefore, when it is either unnecessary or impossible to
quantify threat frequency and other technical issues. The quantitative
risk analysis methods are mathematical instruments for evaluating risk
where mathematical procedures, such as fuzzy theory, fault trees, and
multicriteria methods are used.

The quantitative methods of risk analysis are incorporated into what
the literature refers to as probabilistic risk assessment (PRA), which is a
systematic methodology for assessing the risks associated with an entity
(Ralston, Graham, & Hieb, 2007). The PRA encompasses different
methods, such as fault/attack (FTA) tree analyses, event tree analysis
(ETA) and failure mode and effect analysis (FMEA). Although they
share a common purpose, they approach risk assessment distinctively.
Deductive methods, such as the FTA, aim to determine the causes of an
undesirable event. To do this, they start by defining the undesirable
event and then trace backward, to causes. By contrast, inductive
methods, such as the FMEA, aim to determine the consequences, by
defining an instigating event and tracing forward, to consequences.

Shin, Son, Khalil ur, and Heo, (2015) proposed a cybersecurity risk
model, based on a Bayesian network that enables the evaluation of both
the procedural and technical aspects of cybersecurity. Jaganathan,
Cherurveettil, and Sivashanmugam, (2015) proposed a mathematical
model for predicting the impact of a cyberattack, based on the number
of vulnerabilities that influence cybersecurity, given the environmental
information required. Silva, de Gusmão, Poleto, Silva, and Costa,
(2014) proposed a multidimensional approach that uses fuzzy theory
and FMEA for information security risk management. Similarly, Silva,
Poleto, Camara, Henriques, and Cabral, (2016) proposed a risk man-
agement model based on a multidimensional perspective of big data
risk analysis, which integrates FMEA and grey theory. Kawanaka,
Matsumaru, and Rokugawa, (2014) presented a method for quantifying
the risk of cyberattacks on production control systems that result from
the failure to apply security patches, expressing the risk as a monetary
amount. Shaikh, Adi, and Logrippo, (2012) proposed two dynamic risk-
based decision methods for enhancing control over access to healthcare
systems. Zhang, Ho, and He, (2009) presented an approach for mea-
suring the impacts of attacks on security systems, using a cost-benefit
analysis and a set of benchmark data to suggest a rational response.
Rice and AlMajali (2014) discussed the fragmented landscape of studies
regarding the risk of cyberattacks on smart metering systems, drawing
on concepts from systems engineering and fault tolerance design to
organize and unify the pieces. Lo and Chen (2012) proposed a hybrid
procedure for assessing risk in information security and verified the
proposal in a health insurance institute. Finally, given that risk as-
sessment models rely predominantly on probability models, which form
the basis for informed decision making related to risk in many areas.
Gusmão, Silva, Silva, Poleto, and Costa, (2016) propose a risk analysis
model for information security based on Decision Theory. Although
these authors use the ETA/FTA method, their model is based solely on
the criterion of financial losses.

As such, our model departs from previous research, because it
contributes to the identification and discovery of causal chains that lead

to failures and provides quantitative evaluations of the effects of a
potential cyberattack, in terms of criteria of both financial losses and
time for restoration. More precisely, given that the first step toward
preventing, detecting and evaluating the consequences of cyberattacks
is understanding the current causes of failure in cyberattack prevention,
and the extent to which prior research has failed to provide structured
methods for characterizing the causes of cyberattack scenarios, this
paper proposes the use of FTA. Indeed, based on the literature review, it
appears that organizations are susceptible to cybersecurity risks such as
data dissemination, data modification, data loss or destruction, service
interruption and critical information infrastructure breakdown. As
such, threats must be found and eliminated. Although there are several
PRA techniques, as described above, the use of FTA is also justifiable as
a way of understanding the context of cyberattacks and possible sce-
narios by focusing on a particular accident event and providing possible
failure causes. Moreover, experts usually find that it difficult to give
numerical values, because of the uncertainties involved or the quanti-
tative immeasurability of the risk factor. In fact, Ralston et al. (2007)
observe that the natural extension to PRA involves the use of fuzzy
logic. Thus, this paper uses fuzzy decision theory, because fuzzy con-
cepts provide a way of dealing with uncertainty in both the probabil-
istic parameter estimates and subjective judgments. The next section
provides a methodological background on FTA methodology, fuzzy
theory, and decisions under uncertainty.

3. Methodological background

A brief description of the framework of fault tree analysis (FTA) is
given in the next subsection. Subsequently, the fuzzy theory and its
properties are presented, followed by a subsection dedicated to deci-
sions under conditions of uncertainty.

3.1. Fault tree analysis

Fault tree analysis (FTA is a technique for conducting safety and
reliability analyses, using a graphic representation to model causal
chains that lead to failures (Hauptmanns, 2002; Ruijters & Stoelinga,
2015). It also provides a structured tree format that offers a high-level
understanding of a system without the need for a detailed analysis,
allowing for timely detection of scenarios that lead to hazards (Ferdous,
Khan, Veitch, & Amyotte, 2009; Hauptmanns, 2004).

This technique has been applied in many contexts. For example,
(Chi, Lin, & Dewi, 2014) applied FTA to representing the causal re-
lationships among events and causes that contributed to fatal falls in the
construction industry. Rahman, Varuttamaseni, Kintner-Meyer, and
Lee, (2013) developed a new method that permits customers to predict
the reliability of a distribution power system, using FTA and customer-
weighted values of component failure frequencies and downtimes.
Yuhua and Datao (2005) estimated the probability of failure for oil and
gas transmission pipelines by using fuzzy FTA. To better understand
human behavior, when incidents occur. Doytchev and Szwillus (2009)
propose an analytical concept that combines FTA and task analysis
(TA). Cheng, Li, Chu, Yeh, and Simmons, (2013), in a case study of an
aerospace manufacturer, used FTA to decrease an inventory and im-
prove its turnover rate.

In the cybersecurity context, the initial step of FTA is to define a
possible cyber-attack failure event and trace its influences back to the
basic influential factors. From this initial event, it is possible to visua-
lize different causes and levels of cyberattack. Nevertheless, cyber-
attacks are attempts by hackers to damage or destroy computer net-
works or systems, and they vary in complexity, magnitude and impact.
The aim of FTA is to find the minimal cut set, which refers to a com-
bination of minimum basic events, the occurrence of which will cause
the top event. By analyzing cut sets, actions can be prioritized to pre-
vent the occurrence of the top event and find weak points in the system
(Mahmood, Ahmadi, Verma, Srividya, & Kumar, 2013). To evaluate the
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complexity, magnitude and impact of a cyberattack, this paper proposes
the use of fuzzy theory and decisions under uncertainty, which are
described in subsections 3.2 and 3.3.

3.2. Fuzzy theory

According to Zadeh (1965), 1975) and Pedrycz, Ekel, and Parreiras,
(2011), a fuzzy set theory can be defined as a set of objects in which the
membership values—which express the degree to which each object is
compatible with the features distinctive to the collection—can assume
values between 0 (complete exclusion from the collection) and 1
(complete membership to the collection). Then, a fuzzy set C is de-
scribed by a membership function that maps the elements of a universe
X to the unit interval [0,1] (Pedrycz et al., 2011):

− >C X: [0, 1]

A fuzzy set can also be viewed as a set of ordered pairs of the form
{x, C(x)} where x is an element of X and C(x) denotes its corresponding
degree of membership.

Membership functions can be represented in different forms. The
most common membership functions are: triangular; trapezoidal, T-
membership, S-membership, Gaussian and exponential. The type of
membership function should reflect the problem that is being con-
fronted, the perception of the concept represented and the level of
detail required.

The triangular membership function is the form adopted in this
paper to represent the alternatives evaluation. This type of membership
function can be described as follows (Pedrycz et al., 2011):

=
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where the three parameters a, b and m represent, respectively, the lower
and upper bounds and the modal value of the fuzzy set. One reason for
choosing this type of function is that triangular fuzzy sets are the
simplest possible model for establishing grades of membership.

3.3. Decisions under uncertainty

Raiffa (1968) proposed a scheme for organizing and systematizing
the decision-making process. Pursuant to this scheme, the consequences
of any action are cannot be regarded as certain, since events, which
cannot be predicted, may intervene to affect the outcomes. These de-
cisions under uncertainty are required in many real-life situations. With
this in mind, Belyaev (1977) defines the stages necessary for resolving
decision problems under uncertainty:

- statement of the problem;
- identification of the nature states that are representatives for the
problem;

- calculation and preliminary analysis of solution alternatives;
- calculation of payoff matrix;
- analysis of payoff matrix and choice of rational actions; and
- choice and implementation of action.

As several types of uncertainty are encountered in complex systems
problems (Ekel, Martini, & Palhares, 2008), the statement of a problem
is not an easy task. Among other things, in this stage, the decision
maker (DM) must establish the correct form of an evaluation function
F A θ( , )i s that estimates the consequence of i different actions A under s
different natures states θ.

In this function, it is necessary to choose a finite number s of points
that sufficiently characterize the set θ of nature states. The number of
nature states should be established by accounting for the peculiarities of

the problem and the available computational power. The next
stage—preliminary analysis of solution alternatives—aims to identify
the dominant alternatives.

The calculation of the payoff matrix consists of evaluating each
action/alternative Ai = …i I( 1; ; ) for all selected natures states θs

= …s S( 1; ; ). A generic payoff matrix is illustrated in Table 1.
The stage of analysis that involves the payoff matrix and choice of

rational actions is supported by one or more (when the aim is com-
paring the recommendations) criteria proposed for uncertainty condi-
tions (the criteria of Wald, Laplace, Savage and Hurwitz). However,
none of them inspires wholehearted confidence, and no single criterion
can be used for the final choice of action. Thus, final choices must be
made by DMs, based on their experience and intuition (Belyaev, 1977;
Ekel et al., 2008).

According to Ekel et al. (2008), the criterion of Laplace, used in this
paper, is oriented to choosing the solution alternative AL for which the
estimate F A( )i is the maximum.

∑≤ ≤ = ≤ ≤
=

i I F A i I S
F A θmax

1 ( ) max
1

1 ( , )i
s

S

i s
1 (2)

In Eq. (2), F A( )i is the objective solution average level for the given
solution alternative. Thus, F A( )i is estimated by (3).

∑=
=

F A
S

F A θ( ) 1 ( , )i
s

S

i s
1 (3)

F A( )i represents the objective function maximum level (the most op-
timistic estimate, if the objective function is to be maximized, or the
most pessimistic estimate if the objective function is to be minimized
for the considered solution alternative) or the objective function
minimum level (the most pessimistic estimate if the objective function
is to be maximized, or the most optimistic estimate if the objective
function is to be minimized for the considered solution alternative).
Therefore, F A( )i could be estimated, respectively, by (4) and (5).

= ≤ ≤F A s S F A θ( ) max
1 ( , )i i s

max
(4)

= ≤ ≤F A s S F A θ( ) min
1 ( , )i i s

min
(5)

Considering that R A θ( , )i s is an over-expenditure that occurs under
a combination of the θs and the alternative A ,i instead of the locally
optimal solution alternative under this nature state θ ,s the risk max-
imum level is defined by (6) (Belyaev, 1977).

= ≤ ≤R A s S R A θ( ) max
1 ( , )i i s

max
(6)

This risk shows a relative difference of the objective function values
under the choice of one solution alternative over another and char-
acterizes a damage level associated with the situation’s uncertainty.

In this paper, based on the approach described by Bellman and
Zadeh (1970) and Ekel et al. (2008), each objective function F A( )p is
replaced by a fuzzy membership function μ A( )Cp for a given criterion p,
where p=1,…, q. A fuzzy solution D is produced as a result of the

intersection = ∩ =D μp
q

Cp1 , where μ A(D i) = ≤ ≤p qμ Amin
1 ( )Cp i for a fuzzy

solution D with the given fuzzy sets of the type Cp. The intersection
operation leads to a solution that proves the maximum degree

Table 1
Payoff Matrix.

θ1 … θs … θS

A1 F(A1, θ1) … F(A1, θs) … F(A1, θS)
… … … … … …
Ai F(Ak, θ1) … F(Ak, θs) … F(Ak, θS)
… … … … … …
AI F(AK, θ1) … F(AK, θs) … F(AK, θS)
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= ≤ ≤μ A p qμ A θmax ( ) max min
1 ( , )D i Cp i s (7)

which reduces the problem to finding

= ≤ ≤A p q μ A θarg max min
1 ( , )Cp i s (8)

To obtain the solution of (8), one may use the condition

=
−

−
μ A θ

F A F A
F A F A

( , )
( ) min ( )

max ( ) min ( )Cp i s
p p

p p

λp

(9)

for maximized objective functions or

=
−

−
μ A θ

F A F A
F A F A

( , )
max ( ) ( )

max ( ) min ( )Cp i s
p p

p p

λp

(10)

for minimized objective functions, where λp are important factors for
the corresponding objective functions. Finally, Laplace’s criterion can
be written according to (11).

∑≤ ≤ = ≤ ≤ ≤ ≤=i I μ A i I S p q μ A θmax
1 ( ) max

1
1 min

1 ( , )D i s

S
Cp i s1 (11)

Equations (12),(13) and (14) represent, respectively, the member-
ship function maximum level, the membership function minimum level
and membership function average level.

= ≤ ≤μ A s Sμ A θ( ) max
1 ( , )D i D i s

max
(12)

= ≤ ≤μ A s Sμ A θ( ) min
1 ( , )D i D i s

min
(13)

∑=
=

μ A
S

A θ( ) 1 μ( , )D i
s

S

i s
1 (14)

More details on the application of approach described by Bellman
and Zadeh (1970) to decision making in fuzzy environments (decisions
under uncertainty) can be found in (Ekel et al., 2008).

4. Proposed model

The aim of the proposed model is to evaluate the consequences of
potential cyberattacks, considering such possibilities as data dis-
semination, data modification, data loss or destruction and service in-
terruption, in terms of criteria of both financial losses and time for
restoration.

The proposed cybersecurity model includes five phases: expert
identification, understanding the causes of possible attack scenarios,
definition of criteria, fuzzy assessment and finally, aggregation and
ordering. Thus, the main aim is practical support for controlling and
evaluating cybersecurity attacks, including, for example, contributions
to the identification and discovery of causal chains that lead to failures,
evaluations of the consequences of a cyberattack and evaluations of a
potential cyberattack’s effects, in terms of some criteria. However, it
could also be regarded as a specific procedure per security attribute
evaluation method (SAEM), which helps information-system stake-
holders determine the extent to which their security investment is
consistent with the expected risks (Butler, 2002).

The main structure of this model is shown in Fig. 1 and detailed as
follows.

4.1. Expert identification

Throughout the decision-making process, it is necessary to identify a
person or group of people who, based on experience, act at the right
time to maximize the decision value and are able to identify the fol-
lowing: the vulnerabilities of the organization and, consequently, the
potential accidents; possible scenarios; and the chances of occurrence
and judgments about each of these elements. This is called expert

identification.

4.2. Understand the causes of possible attack scenarios

To allow for timely detection of scenarios that lead to hazards, this
paper proposes the use of the FTA technique. The resulting influence
hierarchy (Fig. 2) is depicted as an upside-down tree that shows the
failure events. Using the event tree, the possible outcomes of an in-
itiating event and the sequences that may result, in each outcome, can
be identified.

The procedure for performing a FTA in the context of cyberattacks
consists of the following steps shown in (Table 2).

Other hybrid techniques of risk analysis, such as human error ana-
lysis techniques (HEAT), event tree analysis (ETA), risk-based main-
tenance (RBM) method, highlighted by Marhavilas, Koulouriotis, and
Gemeni, (2011), could have been used, but this paper applies FTA,
because it focuses on a particular accident event and provides a method
for determining possible failure causes of cyberattacks. The results of
FTA support analysis of the vulnerability of a system’s cybersecurity
and identify the possible consequences of cyberattacks, as illustrated in
Table 3.

4.3. Definition of criteria

Considering the uncertainties of risk analysis, this paper proposes
the use of models presented in (Ekel et al., 2008). Further, as this paper
deals with cybersecurity risk analysis, it appears inappropriate to esti-
mate solution consequences on the basis of a single criterion.

Therefore, this paper relies on two criteria for evaluation: financial
losses and time for restoration. According to Butler (2002), security
managers could identify risk as a product of cost and threat, if threat
data were available, which they are only rarely, and all costs could be
described in economic terms. In fact, Jaganathan et al. (2015) showed
that cost implications must be considered. For instance, Silva et al.
(2014) developed an information security risk model that considers cost
as a criterion for evaluating possible consequences. The second cri-
terion considers the ability to rapidly repair, reconstitute or replace
damaged/disabled services and return to an acceptable level of func-
tionality. It may also involve repairing or replacing parts that have
suffered physical damage from a cyberattack. Some of these parts may
require long lead times for replacement, due to skilled installation
workforce availability issues. For example, an attacker may have access
to valuable information and also sabotage the network services (Ben-
Asher & Gonzalez, 2015). Although this paper considers only these two
criteria, the process it outlines is not restricted to them.

4.4. Fuzzy assessment of potential accidents

This step consists of the evaluation of each alternative ai regarding
the criteria j identified by the managerial expert. Three alternatives
were chosen, based on their importance to the organizational context
and their vulnerability to attacks, according to the literature. For in-
stance, Offutt (2002) argues that websites are especially critical with
regard to cybersecurity, because the world wide web has transformed
from a static collection of HTML web pages into a dynamic platform
that comprises e-commerce, collaborative work and distribution of in-
formation and entertainment. Lokhande & Meshram, (2013) observe
that no one in the E-Commerce industry is satisfied with its present
ability to measure the costs and probabilities of cyberattacks. Moreover,
these authors assert that there are no standard methodologies for cost
measurement, and that the study of the frequency of attacks is hindered
by the reluctance of organizations to publicize their experiences with
security breaches. Finally, the ERP Cybersecurity survey (2017), con-
ducted by Crowd Research Partners and ERP Scan, interviewed more
than 1900 cybersecurity experts and found that 89% expect to see a
surge in attacks on ERP systems. Considering these examples, available
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in the literature, Table 3 explicitly describes the three alternatives
evaluated in this paper.

With the criteria and alternatives established, it remains to define
the nature states Table 4. Next, an alternatives evaluation must be
performed by the expert, using fuzzy logic and the priori probabilities
(p(sj)), represented by π(θ).

4.5. Aggregation / ordering

The final steps involve aggregating all of the criteria used and or-
dering the alternatives, according to the magnitude of their con-
sequences and using the foregoing Eqs. (2–14). The next section pro-
vides a numerical application, to illustrate the applicability of our
approach.

Fig. 1. Steps of the proposed model.

Fig. 2. Structure produced by the application of FTA in cyberattacks on a computer.
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5. Numerical application

This section provides an example, based on a real-life context, to
illustrate the applicability of the present proposal. Although actual data
(in terms of the required information) have not been used, the data used
to provide an overview of the model are, nevertheless, realistic and
were provided by an information security expert. According to Purba
(2014), an expert is someone with multiple skills, who understands the
working environment and has substantial training in and knowledge of
the system under evaluation.

Three indicators were recommended by Cooke, ElSaadany, and
Huang, (2008), to properly select experts, and they are as follows: the
number of scientific publications, recommendations from a wide range
of experts, and experiences of previous similar studies.

Pursuant to the aforementioned recommendations, the expert em-
ployed for this paper is a senior academic, with more than 20 years of
experience. She holds a PhD in information systems (IS), has published
eleven research papers in this field and her age is between 40–49 years.
She also has experience as a consultant on IS to companies in the pri-
vate sector. Her main research interest and practitioner’s area include
information security and cybersecurity. However, this step could also
identify a group of experts and accomplish the analysis by considering
their judgement, using specific procedures to aggregate their opinions.

To proceed with the analysis, it is necessary to, first, define the
nature states, the criteria and the alternatives. Next, the alternatives
evaluation must be performed by the expert, using fuzzy logic and the
priori probabilities (p(sj)), represented by π(θ) in this illustrative ex-
ample, because nature states are represented by θ, and priori prob-
ability by π in decision theory, as noted in Section 3.3.

Thus, the nature states (θ), which are the possible result scenarios
(nature states) regarding the alternatives, are defined as data dis-
semination (θ1), data modification (θ2), data loss or destruction (θ3)
and service interruption (θ4), as can be seen in Table 3.

Based on Shameli-Sendi, Cheriet, and Hamou-Lhadj, (2014), we
propose the use of two criteria: financial losses (in thousands of dollars)
and restoration time (in hours), to justify the use of a multicriteria
approach. It is important to note here that two interdependency tests
(interdependency in utility and additive interdependency) were

performed, using an elicitation process. Both tests demonstrated the
independence of these two criteria, which allowed us to use decision
theory (Appendix A and Appendix B). For more details, see the study
conducted by (Keeney & Raiffa, 1976).

The elicitation process for monetary losses is simple, as money has a
clear meaning for most people. Similarly, recovery time is also easy to
understand. In the present example, a minor financial loss and a shorter
recovery time is preferable to the DM (the information security expert).

The example focuses on the invasion of website, e-commerce and
ERP. Tables 5 and 6 illustrate the expert’s evaluation concerning each
pair of alternatives and nature state, according to each criterion. This
evaluation was performed using a 5-point linguistic scale, ranging from
very low (VL) to very high (VH). Experts sometimes find it difficult to
assign numerical values, because of the uncertainties involved or be-
cause the risk factor is quantitatively immeasurable. This model thereby
minimizes this difficulty.

As seen in Tables 7 and 8, we used triangular fuzzy numbers, ac-
cording to a linguistic scale, for both criteria.

Tables 9 and 10 were obtained using (9) and (10). The aggregate
payoff matrix is shown in Table 11.

The risk matrix was obtained using (5) and the alternatives ranking
was constructed using the criterion of Laplace (11). These results are
illustrated in Table 12.

According to the evaluation, e-commerce is the riskiest alternative,
followed by ERP and website. The next section presents a brief dis-
cussion of these results, compares them with the principal findings in
the existing literature and outlines the main contributions for research
and implications for practice.

Table 2
Procedure for fault tree analysis.

Step Definition

Step 1 Define the system of interest regarding the cyberattacks and as initial
conditional causes of failure in the security system.

Step 2 Define the top event for the analysis and specify the problem of interest
that the analysis will address.

Step 3 Define the treetop structure. Determine the events and conditions (i.e.,
intermediate events) that lead most directly to the top event, which in
this case can be faulty network and fault IS.

Step 4 Explore each branch in successive levels of detail. Determine the events
and conditions that lead most directly to each intermediate event.

Table 3
Potential Alternatives and Their Cyberattack Consequences.

Alternative Description Source

Deface website A common target for cyberattacks is the public web server that connects a corporate network
to the Internet. The web server typically runs http and ftp services, and the attacker gains
control over the server by exploiting vulnerabilities in these services.

Nabi (2011) and Offutt (2002)

E-Commerce E-commerce businesses that accept credit card payments on a case-by-case basis can
experience breaches of sensitive cardholder data, which may involve large fines and, in many
cases, bad press and a loss of trust and credibility (Nabi, 2011).

Nabi (2011) and Ganesan, Gobi, and
Vivekanandan, (2010)

Enterprise Resource
Planning (ERP)

These platforms store the most valuable information and run the core business processes of an
organization. Components may be prone to vulnerabilities that can be exploited to
compromise the system. Thus, cyberattacks who breach an ERP platform will be able to
impose high-impact attacks against the victim organization (Nunez, 2012).

Nunez (2012), Goel and Kiran (2012) and ERP
Cybersecurity survey (2017).

Table 4
Potential Consequences.

Nature States (θ) Description

data dissemination (θ1) This involves the distribution or transmission of
confidential data to other unauthorized users.

data modification θ( )2 This involves the deletion, insertion or alteration
of information in an unauthorized manner.

data loss or destruction (θ3) This involves the theft of confidential information
service interruption θ( )4 This involves rendering the service unavailable or

reducing its performance (Whitley, 2009).

Table 5
Expert’s Elicitation Evaluation for Financial Criterion.

Alternatives (Ai) θ1 θ2 θ3 θ4

Website VL L M VL
E-Commerce H VH H VH
ERP M H H H
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6. Discussion

It is well-established that, in the field of information security,
threats change rapidly, rendering many traditional approaches to se-
curity obsolete or indeed, unworkable, in terms of e-commerce and
Business to Business (B2B) models. E-commerce involves several

functional requirements, such as transacting data, transacting payments
or marketing information, as well as using credit card numbers when
consumers make purchases from a retailer. In fact, due to the complex
nature of e-commerce business activities, the software necessary to
support these transactions, and thus, the high dependence of e-com-
merce on information technology, renders e-commerce significantly
more vulnerable to cybersecurity threats than ordinary websites and
ERP systems.

For instance, Whitley (2009) observed that new or modified threats
assume many forms and require radical reviews of IT policies. This
author demonstrated a concern regarding one main issue: growth in
risks with regard to e-commerce content. Similarly, Nabi (2011) noted
that the major cause for concern about e-commerce relates to the per-
ceived security and privacy risks associated with e-transactions (e.g.,
data, smart cards, credit cards and exchange of business information by
means of online transactions). Further, Bella, Giustolisi, and Riccobene,
(2011) argued that privacy is a major concern in e-commerce and that
there are two main paradigms for protecting the customer’s privacy:
maintaining a customer’s trust and a customer’s anonymity. Trompeter
and Eloff (2001) addressed ethical issues of e-business information se-
curity controls.

Similarly, a cyberattack on e-commerce can also cause disruptions
affecting business, leading to a lower volume of sales, or no sales at all.
Moreover, it can also result in losses due to the following: fraud, legal
costs, recovery and cleanup costs, regulatory fines, loss of customer
accounts, opportunity costs of reduced sales (due to reduced customer
trust), costs of recovering unanticipated damage to infrastructures. In
addition, as sales may be lost if customers are unable to access the
company’s e-commerce, service interruption may be regarded as one of
the worst scenarios. It is important to note that this interruption is not
always associated with the hosting company, but rather with the
hackers who perpetrated an attack on the sales organization system that
caused this kind of damage.

This study’s main findings are consistent with the existing literature.
However, one important point is that, when the method is applied to
different organizations, the results reflect the type of business and size
of the organization under analysis and the perceptions of the expert.
Consequently, the results of this paper reflect the perception of an ex-
pert, with regard to a specific situation based on realistic data; as such,
other results may be derived by applying this proposal in other con-
texts.

6.1. Contributions to research

This study contributes to the information security literature in
several ways. First, it investigates the circumstances and consequences
of cyberattacks from a broader managerial view. Prior research, re-
garding cybersecurity risk assessment, tends to focus on the infra-
structural impacts of a disaster and, consequently, neglects the eva-
luation of the risk of cyberattacks in other contexts (e.g., software
applications). However, the inability to measure potential con-
sequences across different scenarios of cyberattacks, renders it virtually
impossible to do a good job of ensuring information security. Second,
this study analyses risk scenarios by accounting for the judgments of
experts and multiple criteria, to provide a more strategic and less
technical evaluation of these scenarios and promote new insights in this

Table 6
Expert’s Elicitation Evaluation for Restoration Time Criterion.

Alternatives (Ai) θ1 θ2 θ3 θ4

Website L VL M H
E-Commerce M H H VH
ERP M H M VH

Table 7
Verbal Scale Regarding Monetary Range.

Linguistic Terms Fuzzy Number Values Unit

Very low Triangular (100; 150; 250) Thousands USD
Low Triangular (200; 350; 450) Thousands USD
Moderate Triangular (350; 600; 800) Thousands USD
High Triangular (650; 1000; 1300) Thousands USD
Very high Triangular (1000; 1600; 2000) Thousands USD

Table 8
Verbal Scale Regarding Time to Restoration Range.

Linguistic Terms Fuzzy Number Values Unit

Very low Triangular (1; 3; 8) Hours
Low Triangular (6; 12; 30) Hours
Moderate Triangular (24; 36; 48) Hours
High Triangular (40; 72; 120) Hours
Very high Triangular (96; 160; 240) Hours

Table 9
Modified Payoff Matrix for Financial Criterion.

Alternatives (Ai) θ1 θ2 θ3 θ4

Website (1; 1; 1) (0.89; 0.86;
0.89)

(0.72; 0.69;
0.69)

(1; 1; 1)

E-Commerce (0.39; 0.41;
0.4)

(0; 0; 0) (0.39; 0.41;
0.4)

(0; 0; 0)

ERP (0.72; 0.69;
0.69)

(0.39; 0.41;
0.4)

(0.39; 0.41;
0.4)

(0.39; 0.41;
0.4)

Table 10
Modified Payoff Matrix for Restoration Time Criterion.

Alternatives (Ai) θ1 θ2 θ3 θ4

Website (0.95; 0.94;
0.91)

(1; 1; 1) (0.76; 0.79;
0.83)

(0.59; 0.56;
0.52)

E-Commerce (0.76; 0.79;
0.83)

(0.59; 0.56;
0.52)

(0.59; 0.56;
0.52)

(0; 0; 0)

ERP (0.76; 0.79;
0.83)

(0.59; 0.56;
0.52)

(0.76; 0.79;
0.83)

(0; 0; 0)

Table 11
Aggregate Payoff Matrix with Characteristics Estimates.

(Ai) θ1 θ2 θ3 θ4 μ (Ai)D
Max μ (Ai)D

Min μ (Ai)D

Website (0.95; 0.94; 0.91) (0.89; 0.86; 0.89) (0.72; 0.69; 0.69) (0.59; 0.56; 0.52) (0.95; 0.94; 0.91) (0.59; 0.56; 0.52) (0.79; 0.76; 0.75)
E-Commerce (0.39; 0.41; 0.4) (0; 0; 0) (0.39; 0.41; 0.4) (0; 0; 0) (0.39; 0.41; 0.4) (0; 0; 0) (0.19; 0.21; 0.2)
ERP (0.72; 0.69; 0.69) (0.39; 0.41; 0.4) (0.39; 0.41; 0.4) (0; 0; 0) (0.72; 0.69; 0.69) (0; 0; 0) (0.38; 0.38; 0.37)

μ (θi)D
Max (0.95; 0.94; 0.91) (0.89; 0.86; 0.89) (0.72; 0.69; 0.69) (0.59; 0.56; 0.52)
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area. Third, this research shows that fault tree analysis and fuzzy de-
cision theory complement each other, and were relevant to providing
an effective definition of the causes of possible accident scenarios and a
fuzzy assessment of potential accidents regarding cybersecurity risks.

Consequently, these three contributions also motivate the develop-
ment of further risk assessment research in cybersecurity, as the model
proposed herein presents a great deal of flexibility, not only with re-
spect to the definition of the scenarios, but also with regard to the use of
multiple criteria. Several of these possibilities are presented in the
Section 7.1, which describes the study’s limitations and offers sugges-
tion for further research.

6.2. Implications for practice

From a practical viewpoint, the results of this study suggest several
potential avenues of modified conduct for practitioners and information
security professionals addressing the issue of vulnerability regarding
cyberattacks.

Four implications are cited below, three of which are directly re-
lated to the results obtained in this work, which identifies e-commerce
as the riskiest application for cyberattacks, and the fourth concerns the
implication of using our model in other contexts. In general, the main
findings of this paper and its implications are consistent with the lit-
erature discussed in previous sections and, therefore, a large part of the
recommendations following the implications can also be obtained from
the aforementioned literature. Indeed, as Internet transactions develop,
business success will depend on ensuring customer safety. Thus, the
empirical results suggest that the risk assessment of cyberattacks from
the proposed model can provide more accurate information, thereby
leading companies to design e-commerce systems that ensure the se-
curity of the privacy and of customers' data.

The first implication concerns the need to improve public awareness
of these safety measures. To do so, companies must take a more
proactive approach to influencing and even providing security features
to their customers, to prevent them from being the sources of such
threats. Banking companies, perhaps because they are attacked most
severely, exemplify organizations that already operate this way, by
requiring that user proceed in a safe manner, via enabling iToken de-
vices in their customers’ computers.

The second implication relates to the fact that e-commerce security
issues are often associated with privacy issues. The harmful potential of
cyberattacks and the consequent harm of organizations is directly as-
sociated with access to and misuse of information from the organiza-
tion's customers. In this sense, organizations should invest in mechan-
isms that prevent access to private information in the case of
cyberattacks; for example, automatic network defense system and ad-
vanced digital cryptography system might be implemented.

The third practical implication relates to the fact that infrastructure
is a crucial security dimension, because vulnerabilities in e-commerce
can permit intruders to infiltrate the network and cause undesirable
damage to system operations. Therefore, investment in infrastructure
should include not only technologies and devices to prevent the oc-
currence of cyberattacks or to minimize the impact of these attacks (the
first two practical implications), but also to generate backups that en-
able contingency operation of the enterprise systems in case of cyber-
attacks, to minimize their impact, from the point of view of system
interruption and financial losses–two aspects addressed in this work.

Finally, the fourth implication concerns the use of our proposed
model in different contexts, which may identify potential risks in other
applications. In this sense, our proposal provides insights regarding the
risk of cyberattacks that may significantly affect the organization and
society, due to unavailability of the service; for example, consider the
major problems that emerge from the failure of electricity networks.
Further, our proposal can potentially facilitate the development of
better skills to generate more high-quality cybersecurity via preemptive
diagnosis.

7. Conclusion

Faced with the Conclusions ongoing increase in the use of digital
media by organizations that support their business and, consequently,
their possible associated risks, those organizations must adopt meth-
odologies that enable them to analyze and measure potential internal
impacts that may result from cyberattacks. It is worth noting that, de-
spite two decades of research in the area, extant approaches suffer from
serious limitations, as shown in the mains findings of Shameli-Sendi
et al. (2014). Moreover, making a direct comparison of ERP, websites
and e-commerce, regarding risk, is a novelty in the field. Consequently,
proposals such as those advanced in this paper are of great importance
and can address this gap.

This paper expands on the research deriving from the study con-
ducted by Gusmão et al. (2016), in which a cybersecurity risk analysis
model, developed through the integration of decision theory and fuzzy
logic, was proposed. Further, detection of scenarios that lead to hazards
was structured using fault tree analysis. In this structured analysis,
important aspects could be identified, to determine the vulnerability of
cybersecurity and ascertain the potential consequences of cyberattacks.

To illustrate the applicability of the proposed model, an example
was developed, using three alternatives for evaluation (a website, ERP
and e-commerce), regarding data dissemination, data modification,
data loss or destruction and service interruption consequences, in terms
of both financial costs and time to restoration. The results of the model
application demonstrate its usefulness and show that e-commerce may
be more vulnerable to cybersecurity attacks than websites or ERP,
partly due to frequent operator access, credit transactions and users’
authentication problems.

7.1. Limitations and suggestion for further research

Although our study makes a number of contributions, as shown in
Section 6, it suffers from some limitations. First, the use of a prob-
abilistic approach is restricted to situations in which risk might be
predictable (e.g. natural disasters, accidents). However, where there is
malicious intent behind an attack, security risks are frequently short-
lived or transient (i.e., unpredictable). This makes sense, because
skilled attackers use innovative and creative ways to circumvent con-
trols, which renders them unconstrained by probabilistic estimates.
Second, our proposal accounts for the analysis of risk from the view of a
single expert. However, the context of information security is complex.
Therefore, drawing on the combined knowledge of multiple experts
would be appropriate, to harness as much human expertise as possible
and increase the robustness of how estimates are made.

One path forward, for future research, is developing an information
security maturity model, to quantify the risk level associated with a

Table 12
Risk Matrix.

Alternatives (Ai) θ1 θ2 θ3 θ4 R (Ai)Max Ranking

Website (0; 0; 0) (0; 0; 0) (0; 0; 0) (0; 0; 0) (0; 0; 0) 3rd
E-Commerce (0.56; 0.53; 0.51) (0.89; 0.86; 0.89) (0.33; 0.28; 0.29) 0.59;0.56;0.52) (0.89;0.86;0.89) 1st
ERP (0.23; 0.25; 0.22) (0.50; 0.45; 0.49) (0.33; 0.28; 0.29) (0.59;0.56;0.52) (0.59;0.56;0.52) 2nd
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given organization. Future research can also be incorporated into our
model: (i) other criteria, such as expenses related to customer support
and financial penalties or lawsuits; (ii) new threats from the introduc-
tion of new IT services into organizations, such as cloud-based business
services (Ali, Warren, & Mathiassen, 2017; Ratten, 2016; Venters &
Whitley, 2012). This paper also suggests the performance of time series
modeling, to directly compare e-commerce, ERP and websites, using
datasets of vulnerabilities.
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Appendix A. Utility independence Test

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 120 0 1.000 0 120 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 200 0 1.000 0 200 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 400 0 1.000 0 400 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 600 0 1.000 0 600 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 120 40 1.000 40 120 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 200 40 1.000 40 200 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 400 40 1.000 40 400 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 600 40 1.000 40 600 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 120 80 1.000 80 120 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time
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1.000 120 200 80 1.000 80 200 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 400 80 1.000 80 400 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 600 80 1.000 80 600 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 120 120 1.000 120 120 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 200 120 1.000 120 200 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 400 120 1.000 120 400 120

L1 L2
Worst prize Best prize Worst prize Best prize
Financial

Criterion
Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

Financial
Criterion

Restoration
time

1.000 120 600 120 1.000 120 600 120

Appendix B. Additive Utility independence test

L1
The certainty equivalent Financial Criterion Restoration time Financial Criterion Restoration time
500 120 0 1.000 0

L1
The certainty equivalent Financial Criterion Restoration time Financial Criterion Restoration time
500 120 40 1.000 40

L1
The certainty equivalent Financial Criterion Restoration time Financial Criterion Restoration time
500 120 80 1.000 80

L1
The certainty equivalent Financial Criterion Restoration time Financial Criterion Restoration time
500 120 120 1.000 40

L1
The certainty equivalent Financial Criterion Restoration time Financial Criterion Restoration time
40 120 120 120 0

L1
The certainty equivalent Financial Criterion Restoration time Financial Criterion Restoration time
40 200 120 200 0

L1
The certainty equivalent Financial Criterion Restoration time Financial Criterion Restoration time
40 400 120 400 0

L1
The certainty equivalent Financial Criterion Restoration time Financial Criterion Restoration time
40 800 120 800 0
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L1
The certainty equivalent Financial Criterion Restoration time Financial Criterion Restoration time
40 1.000 120 1.000 0
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