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Joint Design of Radio and Transport for Green
Residential Access Networks

Matteo Fiorani, Sibel Tombaz, Fabricio S. Farias, Lena Wosinska, and Paolo Monti

Abstract—Mobile networks are the largest contributor to the
carbon footprint of the telecom sector and their contribution is
expected to rapidly increase in the future due to the foreseen
traffic growth. Therefore, there is an increasing urgency in the
definition of green mobile network deployment strategies. This
paper proposes a four-step design and power assessment method-
ology for mobile networks, taking into consideration both radio
and transport segments. A number of mobile network deploy-
ment architectures for urban residential areas based on different
radio (i.e., macro base station, distributed indoor radio, femto cell)
and transport (i.e., microwave, copper, optical fiber) technologies
are proposed and evaluated to identify the most energy efficient
solution. The results show that with low traffic the conventional
macro base station deployment with microwave based backhaul
is the best option. However, with higher traffic values heteroge-
neous networks with macro base stations and indoor small cells are
more energy efficient. The best small cell solution highly depends
on the transport network architecture. In particular, our results
show that a femto cell based deployment with optical fiber back-
haul is the most energy efficient, even if a distributed indoor
radio architecture (DRA) deployment with fiber fronthaul is also
a competitive approach.

Index Terms—Mobile networks, Radio access networks,
Transport networks, small cells, energy consumption.

I. INTRODUCTION

M OBILE networks are the largest contributor to the
energy consumption of communication networks.

Today, they account for 0.3% of the energy consumed glob-
ally and their impact is expected to rapidly increase due to the
exponential growth of mobile traffic foreseen in the short term
future [1], [2], [3]. As a consequence, energy efficiency is a
major concern for many mobile network operators worldwide.

A mobile network comprises of two segments: radio access
network, which provides broadband wireless access to the
end-users, and the transport network, which is responsible for
interconnecting the radio network to the metro/core network
infrastructure. There are many ongoing studies aimed at reduc-
ing the energy consumption of mobile networks, tackling the
problem at the link, network and service level [4], [5].
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Among the various energy saving techniques proposed in
the literature, base station (BS) sleeping and BS coopera-
tion [6] have great potential for reducing the average net-
work energy consumption by adapting the power levels to
the spatial-temporal traffic fluctuations. Another interesting
approach is the energy efficient scheduling and power alloca-
tion across a cluster of coordinated base stations [7]. Finally, a
promising approach aiming at further reduction of energy con-
sumption is the deployment of heterogeneous radio networks
(HetNets) [8]. The intuition behind this last approach is the
following. Radio access networks use mainly high-power base
stations (BSs) with complex antenna systems, referred to as
macro BSs. Macro BSs are deployed outdoor and are shown
to be energy inefficient when serving indoor users [8]. This is
because of the high attenuation experienced by the radio signal
when it penetrates buildings, which in turn leads to high power
losses (i.e., waste of energy). Heterogeneous radio networks
(HetNets) on the other hand allow for the dense deployment
of low-cost and low-power small BSs [8] in addition to macro
BSs. In HetNets, part (or all) of the indoor users are served by
the small BSs deployed indoor, while the macro BSs take care
mainly of the outdoor users.

However, HetNets deployments may have an adverse effect
on the complexity and the energy consumption of the trans-
port network. This is due to the fact that HetNets drastically
increase the number of BSs that need to be connected to the
transport infrastructure. Several studies have already proven
that in HetNets deployments the transport network consumes
a large amount of power leading in some cases to higher energy
consumption for the overall mobile network compared to the
case in which radio deployments are based on macro BSs [9],
[10]. As a consequence, to achieve an energy efficient mobile
network deployment a careful design of the radio and the trans-
port networks is necessary. In particular, for any specific radio
network deployment, it is extremely important to being able to
choose the best transport solution that guarantees a good overall
energy performance.

For this reason this paper proposes a four-step methodol-
ogy that is able to: (i) dimension the radio and the transport
segments of a mobile network, and (ii) assess the power perfor-
mance of the provided solution. The proposed methodology is
general and can be used with any traffic scenario, (e.g., dense
urban, urban, and rural), with any combination of BS types (i.e.,
homogeneous and/or heterogeneous deployment), and with any
technological and architectural solution for the transport net-
work (e.g., microwave, copper, fiber). The paper also presents
a study where the proposed methodology is used to assess the
power performance of a mobile network deployment based on
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Fig. 1. Four-step design and assessment methodology for mobile networks.

the combination of different radio and transport deployment
options. More specifically the solutions considered for the radio
deployment includes macro BS, distributed antenna systems,
and femto cell, while the options for the transport network tech-
nology include copper, microwave, and optics. The use case
under exam is an urban area with traffic level that vary from
today’s requirement (i.e., 2015) up to the ones envisioned for
the year 2022. The results for the assessment study show that,
with the increase in the traffic levels expected in the next few
years, HetNet deployments based on small indoor BSs with a
fiber-based transport will become a very appealing option to
provide coverage and capacity in very populated areas.

II. METHODOLOGY FOR ENERGY-EFFICIENT MOBILE

NETWORK DESIGN

Figure 1 presents a methodology that can be used to
design and evaluate the power consumption of a mobile net-
work, including both the radio and the transport segment.
The methodology comprises of four steps: (i) traffic fore-
cast, (ii) radio network dimensioning, (iii) transport network
dimensioning, and (iv) power consumption evaluation.

The first step deals with the Traffic Forecast. This phase pro-
vides an estimate of the average traffic demand that can be
expected in the area under exam. The inputs for the traffic fore-
cast phase are: the population density, the percentage of active
users at busy hours, the user behaviour (i.e., heavy vs. ordi-
nary users), the penetration rate of different mobile terminal
types (e.g., pc, tablet, and smart-phone), and the average traffic
requirement of each terminal type.

The second step is the Radio Network Dimensioning phase,
which receives as input the results generated by the traffic
forecast step in addition to a number of parameters related to
the radio network equipment that can be used for the radio
deployment. Among them there are, for instance, the capacity,
coverage, and power consumption values of the BSs considered
for deployment. The output of this phase is the number of BSs
(for each type, if more than one) to be deployed together with
their value of the average and peak traffic demand.

The third step focuses on the Transport Network
Dimensioning phase. This step leverages on the results
from the radio network dimensioning phase. The results of
this third phase are dependent on the traffic forecast and the

specific transport technology and architecture considered for
the deployment. Some important input parameters are the
transmission and switching capacity values for the network
equipment. All these inputs are utilized to calculate the total
number of devices needed in the transport network.

Finally, the last step is the Power Consumption Evaluation.
In this phase the total power consumption of the radio and trans-
port network is calculated in order to estimate the total power
consumption of the overall mobile network deployment. This
is achieved by employing analytic power models and input val-
ues for the power consumption of the radio and the transport
network elements.

The sections that follow provide a detailed explanation of
the assumptions and parameters considered in each step of the
methodology just described.

III. TRAFFIC FORECAST

In the study presented in this paper we analyze a residential
area of A [km2] in an urban environment characterized by a user
(i.e., mobile subscriber) density denoted by ρ [users/km2]. We
consider the long-term large-scale traffic model presented in
[11], [12] in order to estimate the traffic demand in the area. The
mobile network deployment is performed according to the aver-
age area traffic demand at busy hours Tb [Mbps/km2], which
can be obtained through the following formula:

Tb = ρ · α ·
∑

k

rk · sk, (1)

where α represents the percentage of active users at busy hours,
rk is the average data rate generated by the subscribers using a
terminal of type k, and sk is the average fraction of subscribers
using a terminal of type k. Following the guidelines provided
in [11], three different terminal types are considered: PCs,
tablets, and smart-phones. Users are divided into two groups
(i.e., heavy and ordinary) where the average capacity require-
ment of an ordinary user are lower than the one of a heavy
user [11]. Under the assumption that h is the percentage of sub-
scribers classified as heavy users, the average traffic demand for
terminal k (i.e., rk [Mbps]) can be defined as:

rk = [h · rheavy
k + (100 − h) · rordinar y

k ]/100. (2)

In the equation rheavy
k [M B/hour ] and rordinar y

k
[M B/hour ] represent the average traffic generated by a
heavy and an ordinary user during an hour, respectively. Using
(1) in combination with the forecasted values of h, sk , rheavy

k ,

and rordinar y
k , for a given year, it is possible to calculate the

average area traffic demand at busy hours for the corresponding
year.

IV. RADIO NETWORK DIMENSIONING

In order to dimension the radio network the following
assumptions are made. We consider two types of BSs, i.e.,
macro and small indoor BSs. The urban area under exam is
characterized by Nb residential buildings, which are different
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from business buildings and shopping malls because of their
smaller size. For simplicity and without loss of generality, we
assume buildings with the same number of floors (N f ) and
apartments (Na). A fixed ratio of users (I) in the area is assumed
to be indoor. They can be served either by macro or by small
indoor BSs. The remaining users (1-I) are outdoor and are
served by macro BSs only. We assume that buildings and users
are uniformly distributed over the area. As a consequence, the
indoor users are uniformly distributed over the buildings and
the apartments.

In the radio network dimensioning step we consider three
possible radio network deployments. The first one, (i.e., Macro-
Only), is based on the use of convectional macro BSs to serve
all users (i.e., indoor and outdoor). The second deployment uses
small BSs to serve the indoor users. This deployment is based
on the distributed indoor radio architecture (DRA). The third
deployment relies on uncoordinated indoor femto cells and is
referred to as Femto-Based deployment. More details about
DRA and the Femto-Based deployment are provided next.

A. Distributed Indoor Radio Architecture (DRA) Deployment

The DRA is a concept used in indoor deployments, which
provides high capacity to indoor mobile users in business areas
and shopping malls [13]. However, through a proper network
design, a DRA could also be applied to residential areas, such
as the one under consideration. A DRA is composed of three
main elements: (i) the indoor antenna, (ii) the remote radio unit
(RRU), (iii) and the digital unit (DU). The antenna is an ultra-
compact indoor radio antenna, which is equipped with a small
power amplifier and receives the radio signal from the RRU.
In the current study we assume that the antenna provides high
capacity over a large indoor area (from 500 to 800 m2). The
RRU performs analog signal processing and provides the radio
signal to a maximum of AR RU antennas. Considering the lim-
ited size of residential buildings, RRUs could be placed either
inside the building or in a curb cabinet. The DU performs the
digital baseband processing, which includes interference man-
agement and cells coordination. A large number of DUs can be
pooled in a micro-datacenter (DU Hotel), usually located in a
central office. In the DU Hotel the DUs are organized in racks
for sharing power supply, cooling and interconnection network.
A DU Hotel serves a large number of RRUs by exploiting the
pooled baseband resources, so that a single DU Hotel may cover
an entire residential area (this approach is also referred to as
centralized radio access network (C-RAN)).

A DRA is deployed by a mobile operator using engineered
deployment strategies. For this reason we can assume that if
a building is equipped with DRA antennas all the users inside
that building will be served by the DRA system. In our analysis
we consider a residential area where each floor has a lim-
ited size (< 800 m2), so that a single antenna can be used to
cover an entire floor. The total number of antennas in the urban
area depends on the DRA penetration rate (η). Here, η repre-
sents the fraction of buildings equipped with DRA antennas,
which, under the assumption that indoor users are uniformly
distributed over the buildings, corresponds to the fraction of
indoor users served by DRA antennas. The number of DRA

antennas in the area is given by: NDR A = Nb · N f · η. The
parameter η can vary in the range [0;1]. The remaining users
(i.e., which are not covered by the DRA) are covered by the
macro BSs, whose number can be calculated according to the
following formula:

N DR A
Macro = ρ · A · α · (1 − η · I)

Nusers/BS
, (3)

note that the case η = 0 corresponds to the Macro-Only deploy-
ment (i.e., all the users are served by macro BSs). On the other
hand, when η = 1 all the indoor users (ρ · A · α · I) are served
by the DRA antennas, while only the outdoor users are served
by macro BSs. Here Nusers/BS denotes the number of active
users that can be served by a macro BS and is given by [9]:

Nusers/BS = Cmacro

r̄
, (4)

where Cmacro and r̄ = ∑
k rk sk represent the macro BS capac-

ity, and the average data rate requirement per active user,
respectively. Based on the assumption that co-channel small BS
deployment has only a minor impact on the macro BS downlink
performance [14], [15], the average macro BS capacity can be
calculated via the following fluid model [16]:

Cmacro = Ns Wlog2

(
1 + Ed

[
3
√

3(γ − 2)

4π

R2(2R − d)2−γ

dγ

])
,

(5)
where γ , Ns , W , R and d denote the path loss exponent, the
number of sectors, the system bandwidth, the cell radius and
the distance of a user from the serving macro BS, respectively.
After using equation (5) to compute the average macro cell
capacity over different values of R, results confirm that, in the
case of an interference limited system, the spectral efficiency of
a base station is independent from the total number of base sta-
tions in the considered area. This results are in accordance with
the earlier findings in [17]. Thus, for the scenario considered in
this paper the macro BS capacity is constant regardless of the
number of small and macro BS in the area.

B. Femto-Based Deployment

A femto cell is a stand-alone base station providing high
capacity over a limited indoor area, ranging from 50 to 100 m2

[18]. It is usually equipped with an omnidirectional antenna and
has both radio and baseband functions. We assume that a single
femto cell is sufficient to provide high mobile capacity inside a
single apartment.

Residential femto cells are randomly deployed by the users in
their apartments (similarly to Wi-Fi systems), so that the Femto-
Based deployment does not follow any engineered strategy. In
our reference residential area, the number of deployed femto
cells (N f emto) is calculated as a function of the femto penetra-
tion rate (θ ). Here, θ corresponds to the ratio of the users that
are served by the femto cells (consistent with the definition pro-
vided in [9]). As a consequence, the number of femto cells in
the residential area is given by: N f emto = (Nb · Na · θ)/I. The
parameter θ can vary in the range [0 ; I]. Since the macro BSs
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Fig. 2. DRA fronthaul architectures.

Fig. 3. Femto-Based backhaul architectures.

need to serve the remaining active users (i.e., which are not cov-
ered by femto cells), the required number of macro BSs in the
area is given by the following formula:

N Femto
Macro = ρ · A · α · (1 − θ)

Nusers/BS
. (6)

Note that the case θ = 0 corresponds to the DRA deployment
with η = 0 and consequently to the Macro-Only deployment
(i.e., all the users are served by macro BSs). On the other hand,
when θ = I all the indoor users (ρ · A · α · I) are served by
femto cells, while only the outdoor users are served by the
macro BSs.

V. TRANSPORT NETWORK DIMENSIONING

This section describes the dimensioning phase of the trans-
port network for the DRA and the Femto-Based deployments.
On the other hand, macro BSs are assumed to employ always
a microwave (MW) transport network, as today the majority
of the macro BSs worldwide are backhauled using microwave
links. As a consequence, we assume that each macro BS is
equipped with a MW antenna and is connected to the central
office using a MW point-to-point link (Fig. 2 and Fig. 3). The
central office is equipped with a MW hub supporting antennas

(one per macro BS) to receive (transmit) the traffic from (to) the
macro BSs.

A. DRA Fronthaul Architectures

The DRA employs a fronthaul architecture to interconnect
the antennas, RRUs and DU Hotel. The antennas are connected
to the RRU using a copper cable (e.g., LAN cable CAT 5/6/7)
and radio (RF) transmission over copper. The radio over copper
transmission limits the distance between the antennas and the
RRU to a few tens of meters, due to high frequency dependent
losses. For this reason the RRUs are placed either indoor or in
a curb cabinet, depending on the size of the building. In our
analysis we consider a residential area with buildings of rela-
tively small sizes, so that both options for placing the RRUs are
viable. On the other hand, the RRUs are connected to the DU
Hotel using fiber links and radio over fiber (RoF) transmission
technologies (e.g., using the common public radio interface
(CPRI) protocol [19]). RoF transmission protocols require a
large amount of capacity and limit the distance between RRUs
and DU Hotel to around 15 to 20 km due to strict latency
requirements. Still, this distance enables the use of a single
DU Hotel to cover a large residential area. We propose two
different fronthaul architectures for DRA systems. The first
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architecture is focused on limiting the deployment costs and
relies on mature transport technologies, while the second one
is based on upcoming optical wavelength division multiplexing
(WDM) technology and offers higher scalability.

The first architecture is shown in Fig. 2(a) and is referred to
as DRA with curb fronthaul (DRA-CF). Here, using advanced
radio transmission technologies over copper, the already exist-
ing copper infrastructure inside the building is exploited for
connecting the antennas to the RRUs located in the curb cab-
inets. Each RRU in the curb cabinet is in turn connected to the
DU Hotel in the central office using a RoF connection over a
grey point-to-point (PtP) fiber link. The grey optical PtP links
operate at 10 Gbps (to support the high capacity requirements
introduced by RoF protocols). The actual traffic generated over
the fiber links depends on the specific radio configuration and
is independent on the actual traffic generated by the end-users.
The transmission over the fiber is carried out using grey optical
RoF transceivers (one at the RRU and one at the DU Hotel side).

The second architecture is shown in Fig. 2(b) and is referred
to as DRA with building fronthaul (DRA-BF). Here, the
RRUs are placed inside the residential buildings and each
RRU is directly connected to an optical network unit (ONU).
The ONUs are in turn connected to an optical line terminal
(OLT) located at the central office through a dense wavelength
division multiplexing (DWDM) - PON infrastructure [20]. In a
DWDM-PON each ONU is assigned a dedicated wavelength
for transmitting (receiving) the traffic to (from) the OLT. In
this way, each ONU has a virtual dedicated PtP optical link
toward the OLT over which communication is carried out using
a RoF transmission protocol. We assume that each wavelength
is operated at 10 Gbps (to support the high capacity require-
ments introduced by RoF protocols). Array waveguide gratings
(AWG) [20], which are passive components and thus do not
consume any power, are used at the remote node (RN) to multi-
plex (demultiplex) the wavelengths in the direction to (from) the
OLT. In the feeder fiber (see Fig. 2(b)) interference among
the different ONU transmissions is avoided because each ONU
employs a different wavelength channel. The maximum number
of wavelengths supported (in the feeder fiber) by a DWDM-
PON is indicated with N D

w and defines the maximum number
of ONUs (and consequently RRUs) which can be supported by
a single OLT. In the central office the OLT is directly connected
to the DU Hotel.

B. Femto-Based Backhaul Architectures

Femto cells incorporate radio and baseband functions in a
single radio component and thus are backhauled using tradi-
tional packet-based technologies. In our study, we dimension
the backhaul network according to the peak capacity generated
by the femto cells. A femto cell generates the peak capac-
ity when a single user is connected in close proximity to the
BS, so that it experiences ideal channel conditions and obtains
the highest possible transmission rate, which we assume to
correspond to 100 Mbps [18]. We propose two different back-
haul architectures among which the first one relies on mature
technologies, while the second one is based on the upcoming
NG-PON2 technology [21].

The first backhaul architecture is shown in Fig. 3(a) and
is referred to as Femto-Based with curb backhaul (Femto-
CB). Here, femto cells are backhauled using copper cables
and very-high speed digital subscriber line (VDSL) trans-
mission protocol. Each femto cell is connected to a VDSL
modem that is in turn connected to a DSL add/drop multiplexer
(DSLAM) located at the curb cabinet. The VDSL protocol can
guarantee 100 Mbps transmission capacity for distances up
to 300 m (i.e., the distance between the femto cells and the
DSLAM is limited to 300 m). The DSLAMs are connected
to Carrier Ethernet metro/core switches located at the central
office using grey optical PtP fiber links operating at 10 Gbps.
The transmission over the optical fiber links is carried out using
grey optical transceivers.

The second backhaul architecture is shown in Fig. 3(b) and
is referred to as Femto-Based with building backhaul (Femto-
BB). All the femto cells inside a residential building are con-
nected to an ONU using copper cables operating at 100 Mbps
(e.g., LAN cable CAT 5/6/7). Each ONU is in turn connected to
the OLT in the central office through a hybrid time and wave-
length division multiplexing (TWDM) - PON infrastructure
[22]. The TWDM-PON supports a maximum of N T

w wave-
lengths in the feeder fiber (usually N T

w << N D
w ) operating at

10 Gbps. A group of ONUs is assigned the same wavelength for
transmitting (receiving) the traffic to (from) the OLT. In order
to avoid collisions in the feeder fiber, the ONUs employing
the same wavelength use different time-slots for transmitting
(receiving) traffic. The time-slots are assigned by the OLT via a
specific dynamic bandwidth allocation (DBA) algorithm [23].
The TWDM-PON technology has been chosen to achieve a
high sharing of the optical resources among the femto cells. In
fact, the traffic requirements of packet-based backhaul are rel-
atively small (compared to fronthaul) and consequently using a
DWDM-PON infrastructure (such as the one proposed for the
DRA) would lead to a severe under-utilization of the optical
network resources (and waste of energy).

VI. POWER CONSUMPTION EVALUATION

This Section presents the analytical models used to evaluate
the power consumption of the proposed transport architectures.

A. Macro+DRA-CF Power Model

The total power consumption of the Macro+DRA-CF archi-
tecture (P DR A,tot

C F ) is obtained by summing the power consump-
tion of the outdoor macro BS network (P DR A

Macro) and the indoor
DRA-CF network (P DR A

C F ), as per the following formula:

P DR A,tot
C F = P DR A

Macro + P DR A
C F . (7)

The power consumption of the outdoor macro BS network is
given by the following formula:

P DR A
Macro = N DR A

Macro · (PMacro + 2 · PMW ), (8)

where PMacro and PMW represent the power consumption of
a macro BS and a microwave antenna, respectively. Moreover,
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N DR A
Macro is calculated using (3), while PMacro is derived using

the models presented in [9], [11]. The power consumption of
the indoor DRA-CF network is calculated according to the
following equation:

P DR A
C F = NDR A · PAmp +

⌈
NDR A

AR RU

⌉
·(

PR RU + 2 · PT r + P port
DU +

⌈
Prack

DU

N port
DU

⌉)
, (9)

where PAmp, PR RU , and PT r are the power consumption
of an indoor antenna amplifier, a RRU, and a grey optical
transceiver, respectively. The power consumption of the DU
Hotel is divided in power consumption per DU port (P port

DU )
and power consumption per DU rack (Prack

DU ). On the one
hand, P port

DU represents the power consumption for the base-
band processing functions associated to a single RRU. On the
other hand, Prack

DU includes the power consumption for the cool-
ing, power supply and internal interconnect of a rack of DUs.
Finally, N port

DU represents the number of DU ports per DU rack.

B. Macro+DRA-BF Power Model

Similarly to the previous case, the total power consumption
of the Macro+DRA-BF architecture (P DR A,tot

B F ) is obtained by
summing the power consumption of the outdoor macro BS net-
work (P DR A

Macro) and the indoor DRA-BF network (P DR A
B F ), as

per the following formula:

P DR A,tot
B F = P DR A

Macro + P DR A
B F . (10)

The power consumption of the outdoor macro BS network is
the same as in (8), while the power consumption of the indoor
DRA-BF network is given by the following equation:

P DR A
B F = NDR A · PAmp + Nb · η ·

[
N b

R RU ·
(

PR RU +

+ P port
DU +

⌈
Prack

DU

N port
DU

⌉)
+ N b

O NU ·
(

PO NU +
⌈

PO LT

N D
w

⌉)]
,

(11)

where PO NU and PO LT are the power consumption of the ONU
and OLT, respectively. In addition, N b

R RU and N b
O NU represent

the number of RRUs per building and the number of ONUs per
building.

C. Macro+Femto-CB Power Model

The total power consumption of the Macro+Femto-CB archi-
tecture (P f emto,tot

C B ) is obtained by summing the power con-

sumption of the outdoor macro BS network (P f emto
Macro) and

the indoor Femto-CB network (P f emto
C B ), as per the following

formula:

P f emto,tot
C B = P f emto

Macro + P f emto
C B . (12)

The power consumption of the outdoor macro BS network is
given by the following formula:

P f emto
Macro = N f emto

Macro · (PMacro + 2 · PMW ), (13)

where N f emto
Macro is calculated using (6). Furthermore, the power

consumption of the indoor Femto-CB network is given by the
following equation:

P f emto
C B = N f emto · (Pf emto + Pm

V DSL) +
⌈

N f emto

N p
DSL AM

⌉
·

·(PDSL AM + 2 · PT r ) +
⌈

N f emto

N p
DSL AM · N p

s

⌉
· Ps,

(14)

where Pf emto, Pm
V DSL , PDSL AM , and Ps are the power con-

sumption of a femto cell, of a VDSL modem, of a DSLAM, and
of a Carrier Ethernet switch, respectively. In addition, N p

DSL AM
and N p

s are the number of ports of a DSLAM and a Carrier
Ethernet switch, respectively. Finally, the power consumption
of a femto cell is calculated according to the power models
presented in [9], [11].

D. Macro+Femto-BB Power Model

The total power consumption of the Macro+Femto-BB archi-
tecture (P f emto,tot

B B ) is obtained by summing the power con-

sumption of the outdoor macro BS network (P f emto
Macro) and the

indoor Femto-Based with BB network (P f emto
C B ), as per the

following formula:

P f emto,tot
B B = P f emto

Macro + P f emto
B B . (15)

The power consumption of the outdoor macro BS network is
the same as the one in (13), while the power consumption of the
indoor Femto-Based with BB network is given by the following
equation:

P f emto
B B = N f emto · Pf emto + I · Nb · N b

O NU ·

·
(

PO NU +
⌈

PO LT

N mux
f emto · N T

w

⌉)
, (16)

where I is a boolean variable which takes value 0 when
θ = 0 and takes value 1 when θ > 0 (i.e., θ ∈ (0; I]). The
factor N mux

f emto represents the number of femto cells that can
be multiplexed over a single wavelength of the TWDM-PON
infrastructure (using TDM).

VII. NUMERICAL RESULTS

In this section we assess the power performance of the pro-
posed mobile network deployments. We consider increasing
traffic demand for our residential areas up to traffic values
expected for year 2022 (i.e., at which point it may be reasonable
to assume the roll-out of new radio technologies, which might
require different mobile deployments and power models).

Table I shows a qualitative assessment of the considered
mobile networks, taking into consideration the following met-
rics: (i) deployment strategy, (ii) control & management com-
plexity, (iii) deployment costs, (iv) scalability, and (v) potential
for BS coordination. The Macro-Only and Macro+DRA mobile
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TABLE I
QUALITATIVE ASSESSMENT OF THE PROPOSED MOBILE ARCHITECTURES

deployments are operator engineered, making it easier to guar-
antee coverage as well as the quality of service to the end-users.
Another advantage of an operator driven deployment is the
fact that it simplifies network upgrades (e.g., software and
hardware). In addition, the Macro-Only and the Macro+DRA
deployments have simpler network control & management
with respect to the Macro+Femto deployment. This is due to
the fact that the network controller has full control of the
mobile resources facilitating the resource allocation (e.g., cell
coordination and interference management), enabling for a
more efficient orchestration of radio and transport resources,
and simplifying the network management. As for the deploy-
ment costs, the Macro-Only network tends to be expensive
due the large number of costly macro BSs needed to satisfy
the increasing traffic demand in residential areas. Also the
Macro+DRA and Macro+Femto networks based on advanced
optical WDM transport technologies (TWDM-PON and, in
particular, DWDM-PON) are very expensive. This is because
advanced WDM transmission components are relatively expen-
sive and their massive deployment in residential areas may be
very costly. On the other hand, Macro+DRA and Macro+Femto
networks based on more mature transport technologies (i.e.,
copper and grey optics) are potentially less expensive to deploy.
However, the solutions based on WDM technologies are more
scalable, i.e., can be easily upgraded to support long-term traffic
requirements (e.g., expected after 2022 and driven by upcom-
ing 5G radio technology). As a consequence, Macro+DRA-CB
and Macro+Femto-BB deployments are more scalable than
Macro+DRA-CF and Macro+Femto-CB deployments due to
the limits introduced by long range transmissions over cop-
per cables. Another important aspect to take into consideration
is the potential for providing efficient BS coordination. This
influences for example the possibility of introducing advanced
energy saving techniques (e.g., based on BS sleeping and
BS cooperation). Three levels of BS coordination can be
identified, i.e., moderate, tight and very tight [24]. Moderate
coordination schemes include enhanced inter-cell interference
coordination (eICIC), while tight coordination schemes include
slow uplink/downlink coordinated multipoint (CoMP). These
schemes introduce relatively loose requirements in terms of
capacity and latency (i.e., in the range of few ms) on the
transport network and can be supported by all the proposed
architectures [25]. On the other hand, very tight coordina-
tion schemes, such as fast uplink/downlink CoMP, introduce
strict requirements in terms of capacity and latency (i.e., in
the order of few hundreds of µs) on the transport network.
These schemes can be seamlessly implemented only in the
Macro+DRA architectures, which use fronthaul and centralized

TABLE II
SYSTEM PARAMETERS AND POWER CONSUMPTION [9], [10], [11], [26]

baseband processing (i.e., DU Hoteling) and can guarantee high
capacity and low latency in the transport [25]. In the following
we show the comparison of the power consumption evaluation
of the different mobile network architectures to identify which
one is the most energy efficient. It is worth noticing that in our
calculations we do not take into account energy saving tech-
niques. The calculations are based on the reference values of
the parameters shown in Table II, which are derived from [9],
[10], [11], [26].

Fig. 4 shows the power consumption of a mobile access
network based on the Macro+DRA system as a function of
the area traffic demand (Tb) for some selected values of the
DRA penetration rate (i.e., η = 0.5 and η = 1). Note that
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Fig. 4. Power consumption as a function of the area traffic demand using
Macro-Only and Macro+DRA systems.

η = 0.5 and η = 1 correspond to the cases where half and
all the indoor mobile users are served by the DRA antennas,
respectively. Both DRA-CF and DRA-BF are considered. The
results are compared against a traditional Macro-Only deploy-
ment (which corresponds to a Macro+DRA architecture with
η = 0). The figure shows that when the area traffic demand is
low the Macro-Only deployment is more energy efficient than
the Macro+DRA deployments, independently from the adopted
fronthaul architecture. The reason behind this result is that for
low traffic demands the macro network used for area coverage is
also able to satisfy (almost entirely) the capacity requirements.
As a consequence, the DRA indoor infrastructure (including
transport) is heavily under-utilized leading to a waste of energy.
Increasing the value of Tb leads to a better energy efficiency
for Macro+DRA with respect to the Macro-Only deployment.
This is due to the fact that in the Macro+DRA architecture
the increasing traffic generated by the indoor users can be
served more effectively using the indoor wireless infrastructure
(instead of using power costly outdoor macro BSs). In our cal-
culations, the Macro+DRA-CF becomes more energy efficient
than the Maro-Only deployment for traffic demands higher
than 540 Mbps/km2, while the Macro+DRA-BF becomes more
energy efficient than the Macro-Only deployment for traffic
demands higher than 700 Mbps/km2. This reflects the fact that
the DRA-CF transport architecture is more energy efficient than
the DRA-BF. The reason for this results is that the main con-
tributors to the power consumption of the DRA deployments
are the RRUs (accounting for more than one-third of the total
power consumption). In the DRA-CF architecture the RRUs are
placed inside the curb cabinets leading to a more efficient shar-
ing of the radio resources (i.e., the RRUs can be shared among
antennas in different buildings ensuring that their utilization is
maximized). This is referred to as stacking gain. Fig. 5 shows
the power consumption of a mobile access network based on the
Macro+DRA system as a function of the DRA penetration rate
(η) and for traffic forecast values for the years between 2018
and 2022 (according to the traffic forecast model presented in
Section III). The case η = 0 represents the Macro-Only deploy-
ment. It can be observed that in the year 2018 the Macro-Only

Fig. 5. Power consumption as a function of the DRA penetration rate using
Macro+DRA systems.

deployment is the most energy efficient and that the power
consumption of the mobile access network increases with η.
On the other hand, the situation in the year 2022 is differ-
ent due to the increased user traffic requirements. In Fig. 5 it
can be observed that the power consumption of a Macro-Only
deployment is much higher than the power consumption of the
Macro+DRA architectures and that the area power consump-
tion decreases with η. The Macro+DRA-CF architecture is the
most energy-efficient and in our calculations consumes up to
45% less power than the Macro-Only deployment. Note that
utilizing a more aggressive traffic forecast model, such as those
presented in [27], the Macro+DRA networks are expected to
become more appealing in terms of energy efficiency at an
earlier time. In Fig. 6 the power consumption of the mobile
access network with Macro+Femto deployments is shown as
a function of the area traffic demand (Tb) for some selected
values of the Femto penetration rate (i.e., θ = I/2 = 0.3 and
θ = I = 0.6). Note that θ = 0.3 and θ = 0.6 correspond to the
cases where half and all the indoor mobile users are served
by the femto cells, respectively. Both the backhaul architec-
tures, i.e., curb and building backhaul, are considered and the
results are compared with the Macro-Only deployment. The
figure shows similar trends as those already observed for the
Macro+DRA deployments (Fig. 4). Namely, when the area traf-
fic demand is low the Macro-Only deployment is more energy
efficient than the Macro+Femto ones due to under-utilization
of the Femto-Based radio and transport infrastructure. On the
other hand, increasing the area traffic demand leads to increas-
ing the energy efficiency of the Macro+Femto architectures
over the Macro-Only deployment. The results show that the
Macro+Femto-BB architecture becomes more energy efficient
than the Macro-Only network for area traffic demands higher
than 350 Mbps/km2, i.e., much earlier than the Macro+Femto-
CB architecture (which becomes more energy efficient than
the Macro-Only for 590 Mbps/km2). This reflects the fact that
the Femto-BB transport architecture is more energy efficient
than the Femto-CB one. The reason is the very high power
consumption of the VDSL infrastructure (VDSL modems and
DSLAMs) utilized in the Femto-CB backhaul network. In fact,
in our calculations, the VDSL infrastructure consumes more
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Fig. 6. Power consumption as a function of the area traffic demand using
Femto-Based systems.

Fig. 7. Power consumption as a function of the Femto penetration rate using
Femto-Based systems.

than half of the total power consumption of the Femto-CB
architecture. On the other hand, the Femto-BB architecture uti-
lizes the TWDM-PON technology which is extremely energy
efficient and reduces drastically the overall power consumption.

Fig. 7 shows the power consumption of a mobile access net-
work based on the Femto-Based architectures as a function of
the Femto penetration rate (θ ) and for traffic forecast values for
the years between 2018 and 2022 (according to the traffic fore-
cast model presented in Section III). Here, θ varies in the range
[0;I], with θ = 0 representing the Macro-Only deployment. It
can be observed that in the year 2018 the Macro-Only deploy-
ment is the most energy efficient, while in 2022 the power
consumption decreases linearly with increasing θ . In particular,
in the year 2022 the Macro+Femto-BB is expected to con-
sume around half the power consumption of the Macro-Only
deployment. It is again worth to keep in mind that using a more
aggressive traffic forecast model (e.g., [27]) the Macro+Femto
networks are expected to become more energy efficient at an
earlier time. In Fig. 8 we show the power consumption of all the
considered mobile architectures as a function of the area traffic
demand. For the Macro+DRA and the Macro+Femto architec-
tures we assume that the penetration rate increases linearly over

Fig. 8. Power consumption increase over the years for different mobile network
architectures.

the time, starting from the year 2015 (when all the users are
served by the macro BSs) up to the year 2022 (when all the
indoor users are served by small cells). The figure shows that
for traffic demands higher than 700 Mbps/km2 all the HetNet
deployments consume less power than the Macro-Only. It can
be also observed that the transport architecture of the indoor
small cells plays a key role in the power consumption of the
HetNet deployments. The Macro+Femto-CB architecture is the
less energy efficient due to the high power consumption of
the VDSL infrastructure. On the other hand, the Macro+DRA
architectures are more energy efficient, but are limited by the
high number and power consumption value of the RRUs, not
to mention the high capacity requirements of the RoF trans-
mission technologies, which reflects in more equipment at the
central office. Finally, the Macro+Femto-BB is the most energy
efficient solution thanks to the multiplexing of large number of
femto cells over the TWDM-PON infrastructure.

VIII. CONCLUSIONS

Green mobile deployments require a careful design of both
the radio and the transport network. This paper first proposes a
four-step design and power assessment methodology for mobile
networks, then it introduces several mobile deployments alter-
natives for residential areas together with their power models.
The proposed deployments are based on different radio tech-
nologies (i.e., macro BS, DRA, and femto cell) and on different
transport options (i.e., copper, microwave, grey/WDM optics).
The power consumption of the proposed mobile deployments
is evaluated considering traffic levels expected up to the year
2022.

The results show that with low traffic levels a Macro-Only
deployment shows good energy performance. On the other
hand, for higher traffic levels, HetNet deployments based on
small indoor BSs become highly beneficial and might consume
less than half the power required by a Macro-Only network. It
was also found that the transport architecture plays a fundamen-
tal role in the power consumption of HetNet deployments and
might limit considerably the total energy saving. Our results
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show that a Macro+Femto-BB architecture is an energy effi-
cient solution because it integrates effectively femto cells and
TWDM-PON backhaul. On the other hand, a Macro+DRA-CF
architecture is also a promising architecture that can repre-
sent a good option in fiber scarce residential areas. Finally,
in our future work we plan to extend this study by apply-
ing the proposed methodology to assess the impact of the
spatial and temporal traffic fluctuations on the energy con-
sumption of the entire network (i.e., radio + transport). In this
regard we plan also to investigate potential dynamic energy
management schemes specifically tailored for the proposed
architectures. In addition, we plan to study the possible ben-
eficial effects on the network power consumption derived from
having macro BSs with an increased capacity as a result of the
introduction during the years of new and more power efficient
technologies.

REFERENCES

[1] B. Lanoo et al., “Assessment of power consumption in ICT,” EU
Project TREND Deliverable 1.6, Nov. 2013 [Online]. Available:
http://cordis.europa.eu/docs/projects/cnect/0/257740/080/deliverables/001-
trendd16finalwp1report.pdf

[2] A. Fehske et al., “The global footprint of mobile communications: The
ecological and economic perspective,” IEEE Commun. Mag., vol. 49,
no. 8, pp. 55–62, Aug. 2011.

[3] Ericsson white paper, “Ericsson mobility report: On the pulse of the
networked society,” Nov. 2014.

[4] W. Vereecken et al., “Power consumption in telecommunication net-
works: Overview and reduction strategies,” IEEE Commun. Mag., vol. 49,
no. 6, pp. 62–69, Jun. 2011.

[5] I. Chih-Lin et al., “Toward green and soft: A 5G perspective,” IEEE
Commun. Mag., vol. 52, no. 2, pp. 66–73, Feb. 2014.

[6] S. Han et al., “On the energy efficiency of base station sleeping with
multicell cooperative transmission,” in Proc. IEEE 22nd Int. Symp. Pers.
Indoor Mobile Radio Commun. (PIMRC), Sep. 2011, pp. 1536–1540.

[7] L. Venturino et al., “Energy-efficient scheduling and power allocation
in downlink OFDMA networks with base station coordination,” IEEE
Trans. Wireless Commun., vol. 14, no. 1, pp. 1–14, Jan. 2015.

[8] S. Tombaz, Z. Zheng, and J. Zander, “Energy efficiency assessment of
wireless access networks utilizing indoor base stations,” in Proc. IEEE
24th Int. Symp. Pers. Indoor Mobile Radio Commun. (PIMRC), Sep.
2013, pp. 3105–3110.

[9] S. Tombaz et al., “Is backhaul becoming a bottleneck for green wireless
access networks?,” in Proc. IEEE Int. Conf. Commun. (ICC), Jun. 2014,
pp. 4029–4035.

[10] M. Fiorani et al., “Green Backhauling for rural areas,” in Proc. IEEE Int.
Conf. Opt. Netw. Des. Model. (ONDM), May 2014, pp. 114–119.

[11] M. Imran et al., “Energy efficiency analysis of the reference sys-
tems, areas of improvements and target breakdown,” EU Project
EARTH Deliverable D2.3, Jan. 2012 [Online]. Available: https://bscw.ict-
earth.eu/pub/bscw.cgi/d71252/EARTH_WP2_D2.3_v2.pdf

[12] UMTS Forum Report 44, “Mobile traffic forecasts 2010-2020, Report
No: 44,” May 2011 [Online]. Available: http://www.umts-forum.org/
component/option,com_docman/task,cat_view/gid,485/Itemid,213/

[13] J. Gambini and U. Spagnolini, “Wireless over cable for energy-efficient
femtocell systems,” in Proc. IEEE GLOBECOM, Dec. 2010, pp. 1464–
1468.

[14] H. Claussen, “Co-channel operation of macro-and femtocells in a hier-
archical cell structure,” Int. J. Wireless Inf. Netw., vol. 15, nos. 3–4,
pp. 137–147, Dec. 2008.

[15] S. Tombaz, K. W. Sung, and J. Zander, “Impact of densification on
energy efficiency in wireless access networks,” in Proc. IEEE Globecom
Workshops (GC Wkshps), Dec. 2012, pp. 57–62.

[16] J. M. Kelif, M. Coupechoux, and P. Godlewski, “A fluid model for per-
formance analysis in cellular networks,” EURASIP J. Wireless Commun.
Network., pp. 1–11, Jan. 2010.

[17] A. Ghosh et al., “Heterogeneous cellular networks: From theory to
practice,” IEEE Commun. Mag., vol. 50, no. 6, pp. 54–64, Jun. 2012.

[18] NGMN Alliance White Paper, “Guidelines for LTE backhaul traffic
estimation,” Jul. 2011.

[19] Common Public Radio Interface (CPRI) Industry Cooperation [Online].
Available: http://www.cpri.info/

[20] Z. Zhou et al., “25-GHz-spaced DWDM-PON with mitigated rayleigh
backscattering and back-reflection effects,” IEEE Photon. J., vol. 5, no. 4,
pp. 1–8, Aug. 2013.

[21] International Telecommunication Union-Telecommunication
Standardization Sector (ITU-T), Recommendation G.989.1, “40-Gigabit-
capable passive optical networks (NG-PON2): General requirements,”
(Mar, 2013) [Online]. Available: http://www.itu.int/rec/T-REC-G.989.1/e

[22] Y. Luo et al., “Time- and wavelength-division multiplexed passive optical
network (TWDM-PON) for next-generation PON stage 2 (NG-PON2),”
IEEE J. Lightw. Technol., vol. 31, no. 4, pp. 587–593, Feb. 2013.

[23] B. Skubic et al., “A comparison of dynamic bandwidth allocation for
EPON, GPON, and next-generation TDM PON,” IEEE Commun. Mag.,
vol. 47, no. 3, pp. 40–48, Mar. 2009.

[24] 3GPP Techn. Report 36.932, “Scenarios and requirements for small cell
enhancements for E-UTRA and E-UTRAN,” Sep. 2014.

[25] NGMN Alliance with paper, “Backhaul and Fronthaul Evolution,” Mar.
2015.

[26] B. Skubic and I. Pappa, “Energy consumption analysis of converged net-
works: Node consolidation vs metro simplification,” in Proc. Opt. Fiber
Commun. Conf. Expo. Nat. Fiber Optic Eng. Conf. (OSA OFC/NFOEC),
Mar. 2013, pp. 1–3.

[27] M. Fallgren et al., “Scenarios, requirements and KPIs for 5G
mobile and wireless system,” EU Project METIS deliverable D1.1,
Apr. 2013 [Online]. Available: https://www.metis2020.com/wp-content/
uploads/deliverables/METIS_D1.1_v1.pdf

Matteo Fiorani received the master’s degree
in telecommunications engineering and the Ph.D.
degree in information and communication technolo-
gies from the University of Modena and Reggio
Emilia, Modena, Italy, in 2010 and 2014, respec-
tively. During his Ph.D. studies, he spent one year
as a Visiting Researcher at Vienna University of
Technology, Vienna, Austria. He joined KTH Royal
Institute of Technology, Stockholm, Sweden, in
January 2014 where he is currently a Postdoctoral
Researcher. In August/September 2015, he was a

Visiting Researcher at the University of California, Davis, CA, USA. He has
co-authored more than 30 research papers published in leading international
journals and conference proceedings. He is serving as the TPC of several inter-
national conferences in the field of networking and optical communications,
such as IEEE ICC, IEEE ICNC, and IEEE NOC. He is the founder and the
Chair of the IEEE Workshop on 5G Transport Networks (5GT).

Sibel Tombaz received the B.S. (with highest Hons.)
and M.S. degrees in electrical and electronics engi-
neering from Istanbul University, Istanbul, Turkey, in
2006 and 2009, respectively, and the Ph.D. degree
from the Department of Communication Systems,
KTH Royal Institute of Technology, Stockholm,
Sweden. During her M.S. studies, she spent eight
months as a Visiting Scholar with the University
of South Florida, Tampa, FL, USA. She is cur-
rently working as a Senior Researcher with Ericsson
Research, Stockholm, Sweden. She has authored

more than 20 research papers in international conferences, journals, and book
chapters. Her research interests include 5G radio access, 5G use cases and
deployment, and energy performance.

Fabrcio S. Farias was born in Pará, Brazil, on
March 10, 1988. He received the bachelor’s degree
in computer engineering and the master’s degree
in electrical engineering from the Universidade
Federal do Pará (UFPA), Belém, Brazil, in 2010 and
2011, respectively. Since 2010, he is a Researcher
and a member of the Laboratory of Applied
Electromagnetics (LEA), UFPA. Also, he has been
an Assistant Professor with UFPA—Campus Cametá
since 2014. His research interests include data min-
ing, DSL networks, mobile backhaul, digital TV, and

heterogeneous networks.



822 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 34, NO. 4, APRIL 2016

Lena Wosinska received the Ph.D. degree in pho-
tonics and Docent degree in optical networking
from KTH Royal Institute of Technology, Stockholm,
Sweden, where she is currently a Full Professor of
telecommunication with the School of Information
and Communication Technology (ICT). She is the
Founder and the Leader of the Optical Networks
Laboratory (ONLab). She has been working on
several EU projects and co-ordinating a number
of national and international research projects. Her
research interests include fiber access and 5G trans-

port networks, energy-efficient optical networks, photonics in switching, optical
network control, reliability and survivability, and optical datacenter networks.
She has been involved in many professional activities including guest editor-
ship of IEEE, OSA, Elsevier, and Springer journals, serving as the General
Chair and a Co-Chair of several IEEE, OSA, and SPIE conferences and work-
shops, serving in TPC of many conferences, as well as being a Reviewer for
scientific journals and project proposals. She was an Associate Editor of OSA
Journal of Optical Networking (2007–2009) and the IEEE/OSA JOURNAL OF

OPTICAL COMMUNICATIONS AND NETWORKING (2009–2013). Currently,
she is serving on the Editorial Board of Photonic Network Communications
Journal (Springer).

Paolo Monti received the Ph.D. degree from the
University of Texas at Dallas, Richardson, TX, USA,
in 2005. He is an Associate Professor with KTH
Royal Institute of Technology, Stockholm, Sweden.
He was a Research Associate with the University
of Texas at Dallas, until 2008. He has co-authored
more than 100 technical papers, with three best paper
awards. His research interests include networking
aspects of all-optical networks, recently focused on
the data and control challenges posed by next gen-
eration 5G transport optical networks. He serves

on the editorial boards of the IEEE JOURNAL ON SELECTED AREAS IN

COMMUNICATIONS (Series on Green Communications and Networking) and
Photonic Network Communications Journal (Springer). He regularly partici-
pates in several TPCs including IEEE Globecom and IEEE ICC where he also
co-chaired one workshop on network survivability (ICC 2012) and three work-
shops on green broadband access (ICC 2013, Globecom 2014, and ICC 2015).
He was the TPC Chair of IEEE ONDM 2014 and served as a TPC Co-Chair for
the Symposium on Optical and Grid Computing in IEEE ICNC 2014 and IEEE
ICNC 2016.


