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Preface 

X-ray diffraction is an extremely important technique in the field of 
materials characterization to obtain information on an atomic scale from 
both crystalline and noncrystalline (amorphous) materials. The discov­
ery of x-ray diffraction by crystals in 1912 (by Max von Laue) and its 
immediate application to structure determination in 1913 (by W. 1. Bragg 
and his father W. H. Bragg) paved the way for successful utilization of 
this technique to determine crystal structures of metals and alloys, 
minerals, inorganic compounds, polymers, and organic materials-in 
fact, all crystalline materials. Subsequently, the technique of x-ray dif­
fraction was also applied to derive information on the fine structure of 
materials-crystallite size, lattice strain, chemical composition, state of 
ordering, etc. 

Of the numerous available books on x-ray diffraction, most treat the 
subject on a theoretical basis. Thus, even though you may learn the 
physics of x-ray diffraction (if you don't get bogged down by the mathe­
matical treatment in some cases), you may have little understanding of 
how to record an x-ray diffraction pattern and how to derive useful 
information from it. Thus, the primary aim of this book is to enable 
students to understand the practical aspects of the technique, analyze 
x-ray diffraction patterns from a variety of materials under different 
conditions, and to get the maximum possible information from the 
diffraction patterns. By doing the experiments using the procedures 
described herein and follOwing the methods suggested for doing the 
calculations, you will develop a dear understanding of the subject matter 
and appreciate how the information obtained can be interpreted. 

v 



vi Preface 

The book is divided into two parts: Part I-Basics and Part II-Experi­
mental Modules. Part I covers the fundamental prindples necessary to 
understand the phenomenon of x-ray diffraction. Chapter 1 presents the 
general background to x-ray diffraction: What are x-rays? How are they 
produced? How are they diffracted? Chapter 2 reviews the concepts of 
different types of crystal structures adopted by materials. Additionally, the 
phenomena of diffraction of x-rays by crystalline materials, concepts of 
structure factor, and selection rules for the observance (or absence) of 
reflections are explained. Chapter 3 presents an overview of the experi­
mental considerations involved in obtaining useful x-ray diffraction pat­
terns and a brief introduction to the interpretation and significance of 
x-ray diffraction patterns. Even though the theoretical aspects are dis­
cussed in Part I, we have adopted an approach quite different from that 
of other textbooks in that we lay more emphasis on the physical signifi­
cance of the phenomenon and concepts rather than burden you with 
heavy mathematics. We have used boxed text to further explain some 
particular, or possibly confusing, aspects. 

Part II contains eight experimental modules. Each module covers one 
topic. For example, the first module explains how an x-ray diffraction 
pattern obtained from a cubic material can be indexed. First we go through 
the necessary theory, using the minimum amount of mathematics. Then 
we do a worked example based on actual experimental data we have 
obtained; this is followed by an experiment for you to do. Finally we have 
included a few exerdses based on the content of the module. These give 
you a chance to apply further some of the knowledge you have acquired. 
Each experimental module follows a similar format. We have also made 
each module self-contained; so you can work through them in any order, 
however, we suggest you do Experimental Module 1 first since this 
provides a lot of important background information which you may find 
useful when you work through some of the later modules. By working 
through the modules, or at least a selection of them, you will discover 
what information can be obtained by x-ray diffraction and, more impor­
tantly, how to interpret that information. Work tables have been provided 
so that you can tabulate your data and results. Further, we have taken 
examples from all categories of materials-metals, ceramics, semiconduc­
tors, and polymers-to emphasize that x-ray diffraction can be effectively 
and elegantly used to characterize any type of material. This is an 
important feature of our approach. 

Another important feature of the book is that it provides x-ray 
diffraction patterns for all the experiments and lists the values of the Bragg 
angles (diffraction angles, 0). Therefore, even if you have no access to an 
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x-ray diffractometer, or if the unit is down, you can use these 29 values 
and perform the calculations. Alternatively, if you are able to record the 
x-ray diffraction patterns, the patterns provided in the book can be used 
as a reference; you can compare the pattern you recorded against what is 
given in the book. 

This book is primarily intended for use by undergraduate junior or 
senior-level students majoring in materials sdence or metallurgy. How­
ever, the book can also be used very effectively by undergraduate students 
of geology, physics, chemistry, or any other physical sdence likely to use 
the technique of x-ray diffraction for materials characterization. Prelimi­
nary knowledge of freshman physics and simple ideas of crystallography 
will be useful but not essential because these have been explained in 
easy-to-understand terms in Part I. 

The eight modules in Part II can be easily completed in a one-semester 
course on x-ray diffraction. If x-ray diffraction forms only a part of a 
broader course on materials characterization, then not all the modules 
need to be completed. 

We realize that we have not included all possible applications of x-ray 
diffraction to materials. The book deals only with polycrystalline materials 
(mostly powders). We are aware that there are other important applica­
tions of x-ray diffraction to polycrystalline materials. Since this book is 
intended for an undergraduate course, and some spedal and advanced 
topics are not covered in most undergraduate programs, we have not 
discussed topics such as stress measurement and texture analysis in 
polycrystalline materials. X-ray diffraction can also be used to obtain 
structural information about single crystals and their orientation and the 
structure of noncrystalline (amorphous) materials. But this requires use 
of a slightly different experimental setup or sophisticated software which 
is not available in most undergraduate laboratories. For this reason we 
have not covered these topics. 

Pullman, WA C. Suryanarayana 
M. Grant Norton 
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X-Rays and Diffraction 

1.1. X-RAYS 

X-rays are high-energy electromagnetic radiation. They have energies 
ranging from about 200 eV to 1 MeV; which puts them between y-rays 
and ultraviolet (UV) radiation in the electromagnetic spectrum. It is 
important to realize that there are no sharp boundaries between different 
regions of the electromagnetic spectrum and that the assigned boundaries 
between regions are arbitrary. Gamma rays and x-rays are essentially 

The Electron Volt 

Materials sdentists and physidsts often use the electron volt (eV) as the unit of 
energy. An electron volt is the amount of energy an electron picks up when it moves 
between a potential (voltage) difference of 1 volt. Thus, 

1 eV = 1.602 x 10-19 C (the charge on an electron) x 1 V = 1.602 X 10-19 J 

Although the eV has been superseded by the joule (J)-the 5I unit of energy-the 
eV is a very convenient unit when atomic-level processes are being represented. For 
example, the ground-state energy of an electron in a hydrogen atom is -13.6 eV; to 
form a vacancy in an aluminum crystal requires 0.76 eV. The eV is used almost 
exclusively to represent electron energies in electron microscopy. The conversion 
factor between eV and J is 1 eV = 1.602 x 10-19 J. Most texts on materials 
characterization techniques use the electron volt, so you should familiarize yourself 
with this unit. 

3 
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The Angstrom 

The angstrom (A) is a unit of length equal to 10-10 m. The angstrom was widely used 
as a unit of wavelength for electromagnetic radiation covering the visible part of the 
electromagnetic spectrum and x-rays. This unit is also used for interatomic spacings, 
since these distances then have single-digit values. Although the angstrom has been 
superseded in SI units by the nanometer (1 nm = 10-9 m = 10 A), many crystal­
lographers and microscopists still prefer the older unit. Once again, it is necessary 
for you to become familiar with both units. Throughout this text (except in 
Experimental Module 8) we use the nanometer. 

identical, y-rays being somewhat more energetic and shorter in wave­
length than x-rays. Gamma-rays and x-rays differ mainly in how they are 
produced in the atom. As we shall see presently, x-rays are produced by 
interactions between an external beam of electrons and the electrons in 

hv v I.. Radiation 
leV] [Hz] [nrn] 

1--1014 infrared 

r-1 -103 visible 

1--1015 
f-1O -102 

1--1016 ultraviolet 

-102 -10 

-1017 

-103 -1 

-1018 
-104 f-10·1 x-rays 

-1019 
-105 1--10-2 

1--1020 
f-106 1--10-3 

1--1021 
f-107 -10-4 y-rays 

f-1022 

f-108 - 10-5 

FIG. 7. Part of the electromagnetic spectrum. Note that the boundaries between regions are arbitrary. 
The usable range of x-ray wavelengths for x-ray diffraction studies is between 0.05 and 0.25 nm (only 
a small part of the total range of x-ray wavelengths). 
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the shells of an atom. On the other hand, v-rays are produced by changes 
within the nudeus of the atom. A part of the electromagnetic spectrum 
is shown in Fig. 1. 

Each quantum of electromagnetic radiation, or photon, has an energy, 
B, which is proportional to its frequency, v: 

E=hv (1) 

The constant of proportionality is Planck's constant h, which has a value 
of 4.136 x 10-15 eV·s (or 6.626 x 10-34 J·s). Since the frequency is related 
to the wavelength, A, through the speed of light, c, the wavelength of the 
x-rays can be written as 

he 
A=­

E 
(2) 

where cis 2.998 X 108 m/s. So, using the energies given at the beginning 
of this section, we can see that x-ray wavelengths vary from about 10 
nm to 1 pm. Notice that the wavelength is shorter for higher energies. 
The useful range of wavelengths for x-ray diffraction studies is between 
0.05 and 0.25 nm. You may recall that interatomic spacings in crystals 
are typically about 0.2 nm (2 A). 

1.2. THE PRODUCTION OF X-RAYS 

X-rays are produced in an x-ray tube consisting of two metal electrodes 
en dosed in a vacuum chamber, as shown in cross section in Fig. 2. 
Electrons are produced by heating a tungsten filament cathode. The 
cathode is at a high negative potential, and the electrons are accelerated 
toward the anode, which is normally at ground potential. The electrons, 
which have a very high velocity, collide with the water-cooled anode. The 
loss of energy of the electrons due to the impact with the metal anode is 
manifested as x-rays. Actually only a small percentage (less than 1 %) of 
the electron beam is converted to x-rays; the majority is dissipated as heat 
in the water-cooled metal anode. 

A typical x-ray spectrum, in this case for molybdenum, is shown in 
Fig. 3. As you can see, the spectrum consists of a range of wavelengths. 
For each accelerating potential a continuous x-ray spectrum (also known 
as the white spectrum), made up of many different wavelengths, is 
obtained. The continuous spectrum is due to electrons losing their energy 
in a series of collisions with the atoms that make up the target, as shown 
in Fig. 4. Because each electron loses its energy in a different way, a 
continuous spectrum of energies and, hence, x-ray wavelengths is pro-

5 
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water-cooled anode 

Be window 

x-rays x-rays 

vacuum 
cathode assembly 

water in water out 

ceramic insulator 

FIG. 2. Schematic showing the essential components of a modem x-ray tube. Beryllium is used for 
the window because it is highly transparent to x·rays. 

duced. We don't normally use the continuous part of the x-ray spectrum 
unless we require a number of different wavelengths in an experiment, 
for example in the Laue method (which we will not describe). 

If an electron loses all its energy in a single collision with a target atom, 
an x-ray photon with the maximum energy or the shortest wavelength 
is produced. This wavelength is known as the short-wavelength limit 
(ASWL) and is indicated in Fig. 3 for a molybdenum target irradiated with 
25-keV electrons. [Note: When referring to electron energies, we use 
either eV or keV; but when referring to the accelerating potential applied 
to the electron, we use V or kV.] 

If the inddent electron has suffident energy to eject an inner-shell 
electron, the atom will be left in an exdted state with a hole in the electron 
shell. This process is illustrated in Fig. 5. When this hole is filled by an 
electron from an outer shell, an x-ray photon with an energy equal to the 
difference in the electron energy levels is produced. The energy of the 
x-ray photon is characteristic of the target metal. The sharp peaks, called 
characteristic lines, are superimposed on the continuous spectrum, as 
shown in Fig. 3. It is these characteristic lines that are most useful in x-ray 
diffraction work, and we deal with these later in the book. 
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Ka 

/ continuous radiation 

characteristic 
radiation 

o 0.1 0.2 

Wavelength (nm) 

FIG. 3. X-ray spectrum of molybdenum at different potentials. The potentials refer to those applied 
between the anode and cathode. (The linewidths of the characteristic radiation are not to scale.) 

Eo 

@ 
• 

atom 

electron 

x-ray 

FIG. 4. Illustration of the origin of continuous radiation in the x-ray spectrum. Each electron. with 
initial energy Eo. loses some. or all. of its energy through collisions with atoms in the target. The energy 
of the emitted photon is equal to the energy lost in the collision. 

7 
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incident 
electron (a) 

(b) 

• ejected K shell 
electron 

hole in K shell 

(c) 

FIG. 5. Illustration of the process of inner-shell ionization and the subsequent emission of a 
characteristic x-ray: (a) an incident electron ejects a K shell electron from an atom, (b) leaving a hole 
in the K shell; (c) electron rearrangement occurs, resulting in the emission of an x-ray photon. 

If the entire electron energy is converted to that of the x-ray photon, 
the energy of the x-ray photon is related to the excitation potential V 
experienced by the electron: 

he 
E=-=eV 

A. 
(3) 

where e is the electron charge (1.602 x 10-19 C). The x-ray wavelength 
is thus 

he 
A.=­

eV 

Inserting the values of the constants h, c, and e, we have 

1.243 
A. [run] =--

V 

(4) 

(5) 

when the potential Vis expressed in kV. This wavelength corresponds to 
ASWL; the characteristic lines will have wavelengths longer than ASWL' The 
accelerating potentials necessary to produce x-rays having wavelengths 
comparable to interatomic spacings are therefore about 10 kV. Higher 
accelerating potentials are normally used to produce a higher-intensity 
line spectrum characteristic of the target metal. The use of higher 
accelerating potentials changes the value of ASWL but not the charac­
teristic wavelengths. The intensity of a characteristic line depends on 
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both the applied potential and the tube current i (the number of electrons 
per second striking the target). For an applied potential V, the intensity 
of the K lines shown in Fig. 3 is approximately 

(6) 

where B is a proportionality constant, VK is the potential required to eject 
an electron from the K shell, and n is a constant, for a particular value 
of V, which has a value between I and 2. 

As you can see in Fig. 3, there is more than one characteristic line. The 
different characteristic lines correspond to electron transitions between 
different energy levels. The characteristic lines are classified as K, L, M, 
etc. This terminology is related to the Bohr model of the atom in which 
the electrons are pictured as orbiting the nucleus in spedfic shells. For 
historical reasons, the innermost shell of electrons is called the K shell, 
the next innermost one the L shell, the next one the M shell, and so on. 

If we fill a hole in the K shell with an electron from the L shell, we 
get a Ka x-ray, but if we fill the hole with an electron from the M shell, 
we get a K/3 x-ray. If the hole is in the L shell and we fill it with an electron 
from the M shell we get an La x-ray. Figure 6 shows schematically the 
origin of these three different characteristic lines. 

The situation is complicated by the presence of subshells. For example, 
we differentiate the Ka x-rays as Ka l and Ka2. The reason for this 
differentiation is that the L shell consists of three subshells, LI' LII' and Lm; 
a transition from lui to K results in emission of the Kal x-ray and a 

FIG. 6. Electron transitions in an atom, which produce the Ka, K~, and La characteristic x-rays. 

9 
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Quantum Numbers 

You are probably familiar with assigning quantum numbers to the electrons in an 
atom and writing down the electron configuration of an atom based on these 
quantum numbers. For example, the electron configuration of silicon (Si), atomic 
number 14, is If'2f'2p63f'3p2. The first number is the value of the prindpal quantum 
number n. For the K shell, n = 1, for the L shell n = 2, for the M shell n = 3, and so 
on. The letter (s, p, etc.) represents the value of the orbital-shape quantum number, 
l. For the K shell there are no subshells because there is only one value of I; I = O. 
For the L shell there are subshells because there are two values of 1; I = 0 and 1 = 1. 
These values of 1 correspond to the 2s and the 2p levels, respectively. 

transition from Lu to K results in emission of the KCl2 x-ray. All the shells 
except the K shell have subshells. 

Let's do an example to illustrate these different transitions for molyb­
denum. The energies of the K, LII, and Lm levels are given in Table 1. The 
wavelength of the emitted x-rays is related to the energy difference 
between any two levels by Eq. (2). The energy difference between the Lm 
and K levels is 17.48 keY. Using this energy in Eq. (2) and substituting in 

Designation of Subshells and Angular Momentum 

We now introduce a new quantum number, j, which represents the total angular 
momentum of an electron: 

j == 1+ ms 

where ms is the spin quantum number, which, you may remember, can have values 
of ±I/2. The values ofj can only be positive numbers, so for the L shell we obtain 

Subshell notation n ms j 

LI 2 0 +! I 
2 ;: 

LII 2 1 I I -;: '2 
Lm 2 +! 3 

2 ;: 

It is the presence of these subshells that gives rise to splitting of the characteristic 
lines in the x-ray spectrum. 
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TABLE 1. Energies of the K, LIP and Lur Levels of 
Molybdenum 

Level Energy (keV) 

-20.00 
-2.63 
-2.52 

the constants, we obtain a wavelength of A = 0.0709 nm. This is the 
wavelength of the Kal x-rays of Mo. The energy difference between the 
Lu and K levels is 17.37 keY. Using Eq. (2) again, we obtain the wavelength 
A = 0.0714 nm. This is the wavelength of the Ka2 x-rays of Mo. 

Figure 7 shows the x-ray spectrum for Mo at 35 kY. The right-hand­
side figure shows the well-resolved Ka doublet on an expanded energy 
(wavelength) scale. However, it is not always possible to resolve (separate) 
the Ka l and Ka2 lines in the x-ray spectrum because their wavelengths 
are so close. If the Ka l and Ka2 lines cannot be resolved, the characteristic 
line is simply called the Ka line and the wavelength is given by the 
weighted average of the Ka l and Ka2 lines. 

Figure 8 shows the complete range of allowed electron transitions in 
a molybdenum atom. Not all the electron transitions are equally probable. 
For example, the Ka transition (Le., an electron from the L shell filling a 
hole in the K shell) is 10 times more likely than the KB transition (Le., an 
electron from the M shell filling a hole in the K shell). 

Weighted Average 

11 

Sometimes it is not possible to resolve the Ka l and Ka2 lines in the x-ray spectrum. 
In these cases we take the wavelength of the unresolved Ka line as the weighted 
average of the wavelengths of its components. To determine the weighted average, 
we need to know not only the wavelengths of the resolved lines but also their 
relative intensities. The Ka l line is twice as strong (intense) as the Ka2 line, so it is 
given twice the weight. The wavelength of the unresolved Mo Ka line is thus 

1 
-(2 x 0.0709 + 0.0714) = 0.0711 nm 
3 
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Ka 

Ka, 

< 0.1 pm 

K~ 

0.02 0.04 0.06 0.08 0.10 0.070 0.071 0.072 

Wavelength (nm) 

FIG. 7. X-ray spectrum of molybdenum at 35 kYo The expanded scale on the right shows the resolved 
Kal and Ka2 lines. 

The important radiations in diffraction work are those corresponding 
to the filling of the innermost K shell from adjacent shells giving the 
so-called Kal' Ka2, and Kf3 lines. For copper, molybdenum, and some 
other commonly used x-ray sources, the characteristic wavelengths to six 
decimal places are given in Table 2. 

For most x -ray diffraction studies we want to use a monochromatic beam 
(x-rays of a single wavelength). The simplest way to obtain this is to filter 
out the unwanted x-ray lines by using a foil of a suitable metal whose 
absorption edge for x-rays lies between the Ka and Kf3 components of the 
spectrum. The absorption edge, or, as it is also known, critical absorption 
wavelength represents an abrupt change in the absorption characteristics 
of x-rays of a particular wavelength by a material. For example, a nickel 
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Selection Rules Governing Electron Transitions 

In Fig. 8 and in the preceding discussion you may have noticed that there is no 
electron transition between the LI sub sheIl and the K shell. The reason for this, and 
the absence of other transitions, is based on a series of selection rules governing 
electron transitions. A detailed description of why these transitions are absent 
would require us to discuss the Schr6dinger wave equation (the famous equation 
that relates the wavelike properties of an electron to its energy), which is beyond 
the scope of this book. But we can use the results that come from the Schr6dinger 
equation, which show that the selection rules for electron transitions are 

iln = anything 

M=±1 

ilj = 0 or ±1 

where iln is the change in the prindpal quantum number, ill is the change in the 
orbital-shape quantum number, and ilj is the change in the angular-momentum 
quantum number. Transitions between any shell (prindpal quantum number) are 
allowed (e.g., 2p ~ Is), but transitions where the change in lis zero are not allowed 
(e.g., 2s ~ Is). Therefore the LI to K transition is not allowed. 

e> 
Q) 
c 

IoU 

nil j 
1 a 112 

2 a 112 

2 1 1/2 

2 1 ~12 

3 a 1/2 

3 1 1/2 
3 1 ~/2 
3 2 ~2 
3 2 ~/2 

4 a 112 
4 1 1/2 
4 1 ~2 
4 2 312 
4 2 5/2 

K 

I 

L 11 
III 

I 

II 

M ill 
IV 

V 

I 
11 

N 111 
IV 

V 

K series 

t+tftt 
(X2 P3 12 

(XI PI I YI LI series LII series LIII series 

V I I I j, ~ A 

I II 1111 
j"H A t j, , 
f I I _I 1 '- ! , 

¥ , I I I I 
I I 'f I , .L 

I ' 
¥ I I 

i .,. 
J 

¥ ., I I 
"{ Y 

FIG. 8. Energy·level diagram showing all the allowed electron transitions in a molybdenum atom. 
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TABLE 2. Some Commonly Used X-Ray K Wavelengths (in nm) 

Ka Ka2 Ka1 KP 
Element (weighted average) (strong) (very strong) (weak) 

Cr 0.229100 0.229361 0.228970 0.208487 
Fe 0.193736 0.193998 0.193604 0.175661 
Co 0.179026 0.179285 0.178897 0.162079 
Cu 0.154184 0.154439 0.154056 0.139222 
Mo 0.071073 0.071359 0.070930 0.063229 

foil will remove Cu K/3 radiation, and zirconium will remove Mo K/3 
radiation. However, in most modem x-ray diffractometers a monochro­
matic beam is obtained by using a crystal monochromator. A crystal 
monochromator consists of a crystal, graphite is often used, with a known 
lattice spacing oriented in such a way that it only diffracts the Ka radiation, 
and not the K/3 radiation. The beam is still made up of the Ka1 and K~ 
wavelengths. 

For x-ray diffraction studies there is a wide choice of characteristic Ka 
lines obtained by using different target metals, as shown in Table 2, but, 
Cu Ka is the most common radiation used. The Kalines are used because 
they are more energetic than La and therefore less strongly absorbed by 
the material we want to examine. The wavelength spread of each line is 
extremely narrow, and each wavelength is known with very high preci­
sion. 

1.3. DIFFRACTION 

Diffraction is a general characteristic of all waves and can be defined 
as the modification of the behavior of light or other waves by its interac­
tion with an object. You should already be familiar with the term N diffrac­
tion" from introductory physics classes. In this section we review some 
fundamental features of diffraction, particularly as they apply to the use 
of x-rays for determining crystal structures. 

First let's consider an individual isolated atom. If a beam of x-rays is 
incident on the atom, the electrons in the atom then oscillate about their 
mean positions. Recall from Section 1.2 that when an electron decelerates 
(loses energy) it emits x-rays. This process of absorption and reemission 
of electromagnetic radiation is known as scattering. Using the concept of a 
photon, we can say that an x-ray photon is absorbed by the atom and 
another photon of the same energy is emitted. When there is no change 
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in energy between the incident photon and the emitted photon, we say 
that the radiation has been elastically scattered. On the other hand, 
inelastic scattering involves photon energy loss. 

If the atom we choose to consider is anything other than hydrogen, 
we would have to consider scattering from more than one electron. Figure 
9 shows an atom containing several electrons arranged as points around 
the nucleus. Although you know from quantum mechanics that this is 
not a correct representation of atomic structure, it helps our explanation. 
We are concerned with what happens to two waves that are incident on 
the atom. The upper wave is scattered by electron A in the forward 
direction. The lower wave is scattered in the forward direction by electron 
B. The two waves scattered in the forward direction are said to be in phase 
(in step or coherent are other terms we use) across wavefront XX' since 
these waves have traveled the same total distance before and after 
scattering; in other words, there is no path (or phase) difference. (A 
wavefront is simply a surface perpendicular to the direction of propaga­
tion of the wave.) If the two waves are in phase, then the maximum in 
one wave is aligned with the maximum in the other wave. If we add these 
two waves across wavefront XX' (Le., we sum their amplitudes), we 
obtain a wave with the same wavelength but twice the amplitude. 

The other scattered waves in Fig. 9 will not be in phase across 
wavefront yy' when the path difference (CB - AD) is not an integral 
number of wavelengths. If we add these two waves across wavefront yy', 
we find that the amplitude of the scattered wave is less than the amplitude 
of the wave scattered by the same electrons in the forward direction. 

x 

X' 

FIG. 9. Scattering of x·rays by an atom. 

15 



16 I • Basics 

The Superposition of Waves 

When two waves are moving through the same region of space they will superim­
pose (overlap). The resultant wave is the algebraic sum of the various amplitudes 
at each point. This is known as the superposition principle. Figure 10 shows three 
examples of the superposition of two waves: (a) when the component waves are in 
phase, we have constructive interference and the resultant wave amplitude is large; 
(b) when the phase difference increases, the amplitUde of the resultant wave 
decreases; and (c) when the component waves are 1800 out of phase, the resultant 
wave has its smallest amplitUde and we have destructive interference. Since the 
amplitudes of wave 1 and wave 2 are different, there is some resultant amplitude. 
If the amplitUdes of waves 1 and 2 are equal, then the resultant amplitude is zero 
and there is no intensity. 

(a) 

(b) 

(e) 

wave 1 

wave 2 

the sum of wave 1 and wave 2 

FIG. 10. Illustration of the superposition of waves. 
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We define a quantity called the atomic scattering factor, f, to explain how 
efficient an atom is scattering in a given direction: 

Amplitude of wave scattered by an atom 
f=---------------------------

Amplitude of wave scattered by one electron 

(7) 

When scattering is in the forward direction (Le., the scattering angle, e 
= 0°) f = Z (the atomic number-Le., the total number of electrons) since 
the waves scattered by all the electrons in the atom are in phase and the 
amplitudes sum up. But as e increases, the waves become more and more 
out of phase because they travel different path lengths and, therefore, 
the amplitude, or f, decreases. The atomic scattering factor also depends 
on the wavelength of the incident x-rays. For a fixed value of e, f is 
smaller for shorter-wavelength radiation. The variation of atomic scat­
tering factor with scattering angle for copper, aluminum, and oxygen, is 
shown in Fig. 11. The curves begin at the atomic number (Z), which for 
copper is 29, and decrease with increasing values of e or decreasing values 
of A. In fact, fis generally plotted against (sin e)/A to take into account 
the variation of f with both e and A. The rate of decrease of f with 

30r-------------------------~ 

20 

10 

o 2 4 6 8 10 

sinS 
(nm·1) 

FIG. 11. Variation of the atomic scattering factor of copper, aluminum, and oxygen with (sin S)/A. 
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increasing values of (sin 9)/A is different for different elements, as you 
can see in Fig. 11. Note that most of the scattering occurs in the forward 
direction, when 9 "" 00 • 

Let's now consider some closely spaced atoms each of which contrib­
utes many scattered x -rays. The scattered waves from each atom interfere. 
If the waves are in phase, then constructive interference occurs. If the waves 
are 1800 out of phase, then destructive interference occurs. A diffracted beam 
may be defined as a beam composed of a large number of superimposed 
scattered waves. For a measurable diffracted beam complete destructive 
interference does not occur. 

To describe diffraction we have introduced three terms: 

• Scattering 
• Interference 
• Diffraction 

What is the difference among these terms? Scattering is the process 
whereby the incident radiation is absorbed and then reemitted in differ­
ent directions. Interference is the superposition of two or more of these 
scattered waves, producing a resultant wave that is the sum of the 
overlapping wave contributions. Diffraction is constructive interference 
of more than one scattered wave. There is no real physical difference 
between constructive interference and diffraction. 

1.4. A VERY BRIEF HISTORICAL PERSPECTIVE 

If we look back into history (hindsight is a great thing!), the first inkling 
that diffraction may be useful for studying crystal structure came from the 
classic double-slit experiment performed by Thomas Young over 200 years 
ago. At the time Young may well not have realized that the phenomenon 
he observed would have application to other forms of electromagnetic 
radiation, and certainly he was not aware of x-rays. Young died in 1829, 
sixty-six years before the discovery of x-rays by Wilhelm Rontgen in 1895. 

In Young's double-slit experiment two coherent (Le., in phase) beams 
of light obtained by passing light through two parallel slits were allowed 
to interfere. The pattern produced on a screen placed beyond the slits 
consisted of a series of bright and dark lines, as shown schematically in 
Fig. 12. If we replace the double slits with a grid conSisting of many parallel 
slits, called a diffraction grating, and shine a line source of electromagnetic 
radiation on the grid, we also observe a pattern consisting of a series of 
bright and dark lines. The separation of the lines depends on the wave­
length (A) of the radiation and the spacing (d) between the slits in the 
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Max Min Max Min Max Min Max Min Max 

FIG. 12. The fringe pattern produced on a screen in Young's experiment. Waves passing through two 
slits interfere, and the pattern observed on the screen consists of a series of white (max) and dark 
(min) lines (not drawn to scale.) 

grating. If two diffraction gratings are now superimposed with their lines 
intersecting at right angles (like a possible arrangement of the lattice 
planes in a crystal), a spot pattern is produced in which the distance 
between the spots is a function of the spacing in the gratings and the 
wavelength of the radiation for a given pair of diffraction gratings. For the 
experiment to work, the dimensions of the slits in the grating must be 
comparable to the wavelength of the radiation used. 

Max von Laue, in 1912, realized that if x-rays had a wavelength similar 
to the spacing of atomic planes in a crystal, then it should be possible to 
diffract x-rays by a crystal and, hence, to obtain information about the 
arrangement of atoms in crystals. 

19 
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Lattices and Crystal Structures 

2.1. TYPES OF SOLID AND ORDER 

We can classify solids into three general categories: 

1. Single crystal 
2. Polycrystalline 
3. Amorphous 

Simple schematics representing these three categories are shown in Fig. 
13. 

A crystal is said to possess long-range order because it is composed of 
atoms arranged in a regular ordered pattern in three dimensions. This 
periodic arrangement, known as the crystal structure, extends over dis-

grain boundaries 

(a) (b) (c) 

FIG. 13. Illustration of the difference between (a) single crystal, (b) polycrystalline. and (c) amorphous 
materials. 

21 
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Grain Boundaries 

Grains in a polycrystalline material are generally in many different orientations. 
The boundary between the grains-the grain boundary-depends on the misori­
entation of the two grains and the rotation axis about which the misorientation 
has occurred. There are two special types of grain boundary, illustrated in Fig. 14, 
which are relatively simple to visualize: the pure tilt boundary and the pure twist 
boundary. In a tilt boundary the axis of rotation is parallel to the grain-boundary 
plane. In a twist boundary, the rotation axis is perpendicular to the grain-boundary 
plane. In general, the axis of rotation will not be simply oriented with respect to 
either the grain or the grain-boundary plane. 

tances much larger than the interatomic separation. (Remember, intera­
tomic separations are about 0.2 nm.) In a single crystal this order extends 
throughout the entire volume of the material. 

A polycrystalline material consists of many small single-crystal regions 
(called grains) separated by grain boundaries. The grains on either side of 
the grain boundary are misoriented with respect to each other. The grains 
in a polycrystalline material can have different shapes and sizes. 

In amorphous materials, such as glasses and many polymers, the atoms 
are not arranged in a regular periodic manner. Amorphous is a Greek word 
meaning "without definite form." Amorphous materials possess only 
short-range order. The order only extends to a few of the nearest neigh­
bors-distances of less than a nanometer. (A glass is not really a solid; it 
is actually a supercooled liquid with a very high viSCOSity-about 15 orders 

(a) (b) 

FIG. 14. mU5tration of (a) a tilt grain boundary and (b) a twist grain boundary. 
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of magnitude greater than water at room temperature-so that in many 
respects it behaves like a solid.) 

2.2. POINT LATTICES AND THE UNIT CELL 

Let's consider the three-dimensional arrangement of points in Fig. 15. 
This arrangement is called a point lattice. If we take any point in the point 
lattice it has exactly the same number and arrangement of neighbors (Le., 
identical surroundings) as any other point in the lattice. This condition 
should be fairly obvious considering our description of long-range order 
in Sec. 2.1. We can also see from Fig. 15 that it is possible to divide the 
point lattice into much smaller units such that when these units are 
stacked in three dimensions they reproduce the point lattice. This small 
repeating unit is known as the unit cell of the lattice and is shown in Fig. 
16. 

A unit cell may be described by the interrelationship between the 
lengths (a, b, c) of its sides and the interaxial angles (<x, ~, y) between them. 
(<x is the angle between the band c axes, ~ is the angle between the a and 
c axes, and y is the angle between the a and b axes.) The actual values of 
a, b, and c, and <x, ~, and yare not important, but their interrelation is. 
The lengths are measured from one corner of the cell, which is taken as 

FIG. 15. A point lattice. The light lattice points are those that would not be visible when looking from 
the front of the lattice. But all the points are equivalent. 

23 
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c 

FIG. 16. A unit cell. 

the origin. These lengths and angles are called the lattice parameters of the 
unit cell, or sometimes the lattice constants of the cell. But the latter term 
is not really appropriate because they are not necessarily constants; for 
example, they can vary with changes in temperature and pressure and 
with alloying. [Note: We use a, b, and c to indicate the axes of the unit 
cell; a, b, and c for the lattice parameters, and a, b, and c for the vectors 
lying along the unit-cell axes.] 

2.3. CRYSTAL SYSTEMS AND BRAVAIS LATTICES 

You can probably imagine unit cells of many different shapes. How­
ever, one of the requirements of a unit cell is that they can be stacked to 
fill three-dimensional space. Seven unit-cell shapes meet this requirement 
and are known as the seven crystal systems. All crystals can be classified 
into these seven categories. We have listed the seven crystal systems in 
Table 3 in order of increasing symmetry. The triclinic cell has the lowest 
symmetry, and the cubic cell has the highest symmetry. (Quasicrystals are 
not included in this classification. They are a relatively new form of solid 
matter wherein the atoms are arranged in a three-dimensional pattern 
that exhibits the traditionally forbidden translational symmetries, e.g., 
five-fold, seven-fold, etc.) 

If we put a lattice point at the corner of each unit cell of the seven 
crystal systems, we obtain seven different point lattices. However, other 
arrangements of points also satisfy the requirement of a point lattice; i.e., 
each point has identical surroundings. Auguste Bravais, in 1848, demon­
strated thatthere are 14 possible point lattices and no more. The 14 Bravais 



System 

TricIinic 

MonocIinic 

Orthorhombic 

Tetragonal 

Hexagonal 
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TABLE 3. The Seven Crystal Systems 

Relationship among Lattice Parameters 

a*-b*-c 
a*-!3*-y*-90° 
a*-b*-c 
a=y= 900;!3*- 90° 
a*-b*-c 
a=!3=y=90° 
a=b*-c 
a=!3=y=90° 
a=b*-c 
a = !3 = 90°; y = 120° 

Rhombohedral (or trigonal) a = b = c 

Cubic 
a= !3=y*-90° 
a=b=c 
a=!3=y=90° 

Lattice Points Per Cell 

25 

To readily calculate some of the physical characteristics of crystals, such as atomic 
density and density of free electrons, we must know the number of lattice points 
per cell. You may think that such a determination is quite trivial, but it is surprising 
how many people have difficulty with itl The number of lattice points per cell, N, 
is given by the equation 

Nf Nc 
N=N.+-+­

I 2 8 

(8) 

where Nj is the number of lattice points in the interior of the cell (these points 
"belong" only to one cell), Nf is the number of lattice points on faces (these are 
shared by two cells), and Nc is the number of lattice points on comers (these are 
shared by eight cells). For the three cubic unit cells the number of lattice points per 
cell is 

Primitive cubic (cubic P) 1 
Body-centered cubic (cubic I) 2 
Face-centered cubic (cubic F) 4 

All primitive cells have one lattice point per cell. All nonprimitive cells have more 
than one lattice point per cell. 
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lattices are shown in Fig. 17. These lattices are known interchangeably as 
Bravais lattices, point lattices, and space lattices. 

The lattice symbols given to the Bravais lattices in Fig. 17 have the 
following meanings: 

• P stands for a primitive or simple cell, where there is a lattice point 
at each comer. 

• F refers to a face-centered cell, where a lattice point is centered on 
each face, in addition to the comers of the unit cell. 

• I is used for body-centered cells, where a lattice point is in the center 
of the cell-in the interior of the cell-in addition to the comers of 
the unit cell. 

• A, B, and C refer to base-centered cells where lattice points are 
centered on opposite faces of the cell, in addition to the comers of 

TriclinicP MonoclinicP MonoclinicC 

Orthorhombic P Orthorhombic C Orthorhombic I Orthorhombic F 

Tetragonal P Tetragonal I Hexagonal P Rhombohedral R 

CubicP Cubic I CubicF 

FIG. 17. The 14 Bravais lattices. 
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the unit cell. (The A face is the face defined by the b and c axes, the 
B face is defined by the a and c axes, and the C face is defined by 
the a and b axes. In Fig. 17 only the unit cells having lattice points 
centered on the C face have been shown.) 

• R is used only for the rhombohedral system and refers to a primitive 
cell. 

Some texts list only six crystal systems because rhombohedral crystals 
can always be described in terms of hexagonal axes, so the rhombohedral 
system is often considered to be a subdivision of the hexagonal system. 

So far we have discussed only lattice points. What is the difference 
between a lattice point and an atom? A lattice point represents equivalent 
positions in a Bravais lattice. In a real crystal a lattice point may be 
occupied by one atom or by a group of atoms. In the latter case the atoms 
are in a fixed relationship with respect to each lattice point. In both cases, 
the number, composition, and arrangement of atoms is the same for each 
lattice point. This arrangement is known as the basis. 

An important difference between lattice points and atoms is that the 
lattice points tell us nothing about the chemistry or bonding within the 
crystal; for that we need to include the identity of the atoms and their 
positions. 

2.4. CRYSTAL STRUCTURES 

Now we want to consider actual crystals and their structures. The 
relationship between Bravais lattices and actual crystal structures involves 
the basis. We can express this relationship as 

Bravais lattice + basis ~ Crystal structure (9) 

You can see that the different crystal structures are built on the frame­
work of one of the 14 Bravais lattices and contain a basis consisting of a 
number of atoms. In the follOwing sections we group crystal structures 
in terms of their basis. This approach may be somewhat different from 
that which is used to describe structures in introductory materials sdence 
classes, but it will help you when we describe the structure factor in 
Sec.2.B. 

2.4.1. One Atom per Lattice Point 

The simplest crystal structures are those in which the basis is one atom 
located on each lattice point of a Bravais lattice. (Remember, each atom 
must be of the same kind.) Let's consider the crystal structures based on 
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the three cubic Bravais lattices in which each has a basis consisting of one 
atom. Using Eq. (9) we obtain for the primitive cubic Bravais lattice: 

Primitive cubic (cubic P) lattice + one atom ~ Simple cubic (sc) structure 

The sc structure is illustrated in Fig. 18. There is one atom per cell in 
the sc structure and this atom is located at the origin; Le., its coordinates 
are 0,0,0. (Our choice of the origin of the unit cell is entirely arbitrary, as 
you will see.) The simple cubic structure is uncommon; no important 
metals have this structure. a-Polonium (Po) is the only element that 
crystallizes in the simple cubic structure, although some non equilibrium 
phases obtained by rapid solidification or mechanical alloying also exhibit 
this structure. 

Now let's consider the body-centered cubic Bravais lattice with a basis 
consisting of one atom. Using Eq. (9) we obtain 

Body-centered cubic (cubic I) lattice + one atom ~ 

Body-centered cubic (bee) structure 

The bee crystal structure is shown in Fig. 19. There are two atoms per 
cell, located at 0,0,0 and H+ The two atom positions are related by the 
body-centering translation ~,H (Le., a translation of half a lattice parame­
ter along the a axis, half a lattice parameter along the b axis, and half a 
lattice parameter along the c axis). If the body-centering translation is 

c 

0,0,0 

"~-------1--~"--~ b 

a 

FIG. 18. Simple cubic structure. 
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Coordinates of Points 

The location of certain points, such as the position of lattice points or atoms, in the 
unit cell is straightforward. It is usual to choose a right-handed coordinate system, 
(Fig. 16), where the origin is located at the back left-hand corner of the cell as you 
look at it. The distance is measured in terms of how many lattice parameters we 
must move along the a, b, and c axes to get from the origin to the point we are 
interested in. The coordinates are written as the three distances, with commas 
separating the numbers. 

applied to the atom at 0,0,0, the body-centered atom is reproduced. If the 
body-centering translation is applied to the atom at H,~, then one of the 
corner atoms is reproduced. Several metals exist in the bee structure, 
including sodium (Na), chromium (Cr), a-iron (a-Fe), molybdenum 
(Mo), and tungsten (W). 

The face-centered cubic (fcc) structure in Fig. 20 is based on the 
face-centered cubic (cubic F) Bravais lattice with a basis of one atom: 

Face-centered cubic (cubic F) lattice + one atom-t 
Face-centered cubic (fcc) structure 

c 

~+~. 
0.0,0 

a 

FIG. 19. Body-centered cubic structure. 
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a 

c 

1 1 
0'2'"2 

_ r-----+-__ .... --I~ b 

FIG. 20. Face-centered cubic structure. 

The fcc structure has four atoms per cell, located at 0,0,0; t,t,o; t,o,t; and 
O,H· If the face-centering translations H,O; t,o,t; and O,H are repeatedly 
applied to any atom in the cell, the positions of all the atoms in the crystal 
structure will be reproduced. The fcc structure is exhibited by several 
metals including caldum (Ca), copper (Cu), gold (Au), nickel (Ni), and 
silver (Ag) . [Note: When referring to the Bravais lattice we write, for 
example, face-centered cubic, but when referring to a crystal with the 
face-centered cubic structure we write fcc.] 

FIG. 21. Atoms touch across the face diagonal in the fcc structure. 
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Close-Packed Structures 

A close-packed structure is one that has the maximum volume of the unit cell 
occupied by atoms. The fraction of the unit cell occupied by atoms can be determined 
by calculating the atomic packing factor (APF) from the following equation: 

number of atoms per cell x volume of one atom (10) 
APF=----------------~----~----------

volume of unit cell 

We will go through the calculation of the APF for the fcc structure; you may calculate 
for the other cubic structures as an exercise. 

Look back at the fcc structure in Fig. 20: 

• The number of atoms per cell is 4. 
• The volume of each atom is (4/3)nr (we assume in these calculations that the 

atoms are rigid spheres with a radius r). 
• The unit-cell volume is a3• 

We can rewrite the lattice parameter a in terms of r (Fig. 21), where the fi@re shows 
that the atoms touch across the face diagonal of the cell. Therefore, v2 a = 4r, or 
a = 2...J2r. Using Eq. (10) we obtain 

4(± nr) 
APF = 1 = 0.74 

(2.yTr)3 

For the fcc structure, the atomic packing factor is 0.74. This is the maximum possible 
value for packing spheres of the same size. Crystal structures with an APF of 0.74 
are called close-packed structures. Of the three cubic structures only the fcc structure 
is close-packed. 

2.4.2. Two Atoms of the Same Kind per Lattice Point 

The Hexagonal Close-Packed Structure 

Many metals have the hexagonal close-packed (hcp) structure, includ­
ing magnesium (Mg), titanium (Ti), zinc (Zn), and cadmium (Cd). The 
hcp structure is built on the hexagonal Bravais lattice with a basis 
consisting of two identical atoms associated with each lattice point. Using 
the relationship in Eq. (9), we have 

Hexagonal P lattice + two atoms ~ Hexagonal close-packed (hcp) structure 

Figure 22a shows the arrangement of atoms in the hcp structure. There 
are two atoms per unit cell, located at 0,0,0 and ~,H. However, in the 
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a 

b 

c 

c 

2 1 1 
3'3''2-1··· 

c 

FIG. 22. Hexagonal close-packed structure. 
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hexagonal Bravais lattice there is only one lattice point per cell (because 
the cell is primitive). Figure 22b shows the hcp structure redrawn (of 
course, all the atoms are still in same place) with the origin of the unit 
cell shifted upward so that the point 1,0,0 in the new cell is now midway 
between the atoms at 1,0,0 and ~+i in the old cell. Now, if a Bravais lattice 
point is located on each corner of the new cell, then a pair of atoms is 
associated with each Bravais lattice point. To get a better idea of the 
hexagonal symmetry of the hcp structure, look at Fig. 22c. The hcp 
structure, as the name suggests, is a close-packed structure (APF = 0.74). 
Only the hcp and fcc structures are close-packed. 

The Diamond Cubic Structure 

Another important structure with two atoms per lattice point is the 
diamond cubic. This structure is adopted by diamond (one of the crystal­
line forms of carbon) and the industrially important elemental semicon­
ductors silicon (Si) and germanium (Ge). 

The diamond cubic structure (Fig. 23) is based on the face-centered 
cubic Bravais lattice with a basis of two atoms: 

Face-centered cubic (cubic F) lattice + two atoms -7 Diamond cubic structure 

There are eight atoms per cell in the diamond cubic structure, located at 
0,0,0; i,i,O; t,o,t; O,H; ±,H; H,±; ~,H; ±+~, or, in terms of the face-centering 

c 

FIG. 23. Diamond cubic structure. 
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translations, 0,0,0 + face-centering translations, and H,~ + face-centering 
translations. 

Although the atoms at these two sets of positions are chemically 
identical (they are all carbon atoms in diamond or all silicon atoms in a 
crystal of silicon) the lattice positions are not equivalent. If the two lattice 
positions were equivalent, it would be possible to move from one to 
another by the same translation vector. The vector VI in Fig. 24 would 
move the atom located at 0,0,0 to the point ~,~,O, which is also a lattice 
position in the diamond cubic structure. The vector v2 in Fig. 24 would 
move an atom at 0,0,0 to the point ~,H. However, if the point H,~ is 
operated on by v2 it would translate it to the coordinates ~,H (a position 
in the body center of the diamond cubic unit cell) . The point H,~ is not a 
lattice position in the diamond cubic structure. 

If we consider only the atom at 0,0,0 and use the face-centering 
translations, we produce an fcc crystal structure. If we now consider only 
the atom at H,~ and perform the face-centering translations, we also 
produce an fcc crystal structure. So we can think of the diamond cubic 

a 

• 

c 

~~--~------~"--~b 

.1..1. 0 
2 2 

atoms in fcc arrangement 

atoms at 1/4 , 1/4, 1/4 and equivalent type positions which form 
another fcc arrangement 

FIG. 24. Illustration of the diamond cubic structure showing the atoms which form two face-centered 
cubic arrangements. 
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Names of Crystal Structures 

As we go through this chapter, and when you take other materials sdence classes, 
you will find that many crystal structures are named after a particular material (often 
a naturally occurring mineral) that exhibits the structure. There are no systematic 
names for crystal structures. In chemistry, for example, organic compounds are 
named with a system recommended by the International Union of Pure and Applied 
Chemistry (IUPAC). The IUPAC system is a systematic way of naming many organic 
compounds on sight, and the name indicates the structure of the compound. A 
similar system is not used for naming crystal structures. However, in the next section 
we introduce a systematic notation for crystal structures, which can be very useful. 
Table 4 lists the names of some common crystal structures. For example, MgO 
(which has a melting point of 2800DC) has the same structure as NaCI (melting point 
of 801 DC). Even though two or more materials may share the same crystal structure 
they may have different properties. The properties of a material depend on the types 
of atoms present, the way the atoms are held together (bonding), the crystal 
structure, and the defects present. You can also see from the table that ZnS exists in 
both the zinc blende (sphalerite) and wurtzite structures. This phenomenon is 
known as polymorphism and is exhibited by many materials. 

structure as consisting of two interpenetrating face-centered cubic lattices, 
the origin of one displaced by ~,~,~ from the other. 

It is important to realize that, although the fcc structure and the 
diamond cubic structure both have the same Bravais lattice, they are very 
different structures and, consequently, materials with a diamond cubic 
structure have properties significantly different from those with an fcc 

TABLE 4. Names of Some Common Crystal Structures 

Other Materials with the Same 
Name of Structure Corresponding Mineral Structure 

Rocksalt NaCI KCL LiE MgO, NiO, CaO, liN 

Zinc blende (sphalerite) ZnS BeO, Il-SiC, GaAs 

Rutile Ti02 Ge02' Sn02 

Corundum Al20 3 Fe203' Cr20 3, Ti20 3 
Wurtzite Zns Zno, a-SiC, AlN 
Perovskite CaTi03 BaTi03, sm03 
Spinel MgAl20 4 FeAl20", ZnAl20 4 
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structure. One significant difference between the two structures is the 
atomic packing factor. The APF is only 0.34 for the diamond cubic 
structure: remember it was 0.74 for the fcc structure. You will also see 
that the structure factors (selection rules for the observance of reflections 
in the x-ray diffraction pattern) are different for the two structures. 

2.4.3. Two Different Atoms per Lattice Point 

We describe four crystal structures in this section, known by the 
common names 

• Cesium chloride (CsCI) 
• Sodium chloride (NaCl, or rocksalt) 
• Zinc blende (ZnS, or sphalerite) 
• Wurtzite (ZnS) 

Cesium Chloride Structure 
In addition to CsCI, many other compounds have the N CsCI structure, " 

including CsBr, NiAl, the ordered form of j3-brass (CuZn), and CuPd. The 
CsCI structure is shown in Fig. 25. The unit cell contains two atoms. For 

c 

~+~. 
0,0,0 

b 

a 

FIG. 25. Cesium chloride structure. 



2 • Lattices and Crystal Structures 37 

CsCI, which is strongly ionic, it would be better to refer to ions rather than 
atoms, but remember that compounds with nonionic bonding can also 
have this structure. In the CsCI structure there is a cesium ion at 0,0,0 
and a chlorine ion at H,t forming the basis. The Bravais lattice is primitive 
cubic (cubic P): 

Primitive cubic (cubic P) lattice + two atoms -+ CsCI structure 

A common mistake when assigning the Bravais lattice to the CsCI 
structure is to say that the Bravais lattice is body-centered cubic. However, 
in the bcc crystal structure, which we saw in Sec. 2.4.1 is built on the 
body-centered cubic Bravais lattice, all the atoms must be of the same type 
and the body-centering translation must join identical atoms. In CsCI if 
we apply the body-centering translation to the Cs+ ion at 0,0,0 we would 
get to a position occupied by a CI- ion. So in CsCI, where there are two 
kinds of atoms, the Bravais lattice cannot be body-centered cubic. 

We can describe the CsCI structure as two interpenetrating simple 
cubic structures-one of Cs+ ions and one of CI- ions, one displaced by 
H,t with respect to the other. 

Sodium Chloride Structure 

Many materials exist in the sodium chloride (NaCI) or rocksalt crystal 
structure. In addition to many of the halides, including AgCI, KBr, LiE 
NaI, many ceramics, including MgO, CaO, NiO, TiN, ZrN, TiC, ZrC, and 
ZrB, have the NaCI structure. The NaCI structure (Fig. 26) is based on the 
face-centered cubic Bravais lattice with a basis of two atoms at 0,0,0 and 
t,o,O. 

Face-centered cubic (cubic F) lattice + two atoms -+ NaCI structure 

There are a total of eight atoms per cell, four Na and four Cl. (Strictly 
speaking, for the actual compound NaCI we should refer to ions, Na+ and 
CI-, not atoms, because the compound is completely ionized.) The Na+ 
ions are located at positions 0,0,0; t,t,o; t,o,t; O,H; and the CI- ions are 
located at t,o,O; o,t,o; O,o,t; t,H. 

The sodium ions are in a face-centered cubic arrangement and if we 
apply the face-centering translations to the chlorine ion at t,o,o we can 
see that the chlorine ions are also in a face-centered cubic arrangement. 
So we can describe the NaCI structure as two interpenetrating face-cen­
tered cubic lattices, the origin of one displaced from the other by t,o,O. 
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c 

• Na+ 

FIG. 26. Sodium chloride structure. 

Zinc Blende Structure 

The zinc blende, or sphalerite, structure is shown in Fig. 27. In this 
structure the arrangement of atoms is the same as in the diamond cubic 
structure in Fig. 23. But the zinc blende structure has two types of atoms 
in the unit cell (classically Zn and S) . The structure is built on the 
face-centered cubic Bravais lattice with two atoms per lattice point, one 
at 0,0,0 and the other at ±,H. 

Face-centered cubic (cubic F) lattice + two atoms ~ Zinc blende structure 

There are a total of eight atoms per cell, four Zn and four S, and these 
are located at 

S atoms at 

Znatomsat 

0,0,0 
III 
4'4'4 

or, in terms of the face-centering translations, 

S 

Zn 

0,0,0 + face-centering translations 

±,±,± + face-centering translation 
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4 '4'4 

c 

2 • Lattices and Crystal Structures 

0,0,0 --1_~~~~---"=tt----:;:II"""-+ b 

a 

• Zn 

• S 

FIG. 27. Zinc blende structure. 
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FIG. 28. Fluorite structure. 
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2.4.4. More than Two Atoms per Lattice Point 

In the experimental modules in Part II we have concentrated on crystal 
structures that have either one or two atoms per lattice point. But you 
should be aware that there are crystal structures with more than two 
atoms associated with each lattice point. Of course, the structures are still 
based on 1 of the 14 Bravais lattices shown in Fig. 17. In this section we 
present just three examples of materials having crystal structures more 
complex than those already considered. 

The first example is cubic zirconium oxide (Zr02 ), or cubic zirconia as 
it is commonly known. Cubic zirconia is a hard ceramic that exists in what 

a 

c 

-* '" 

'" I 
'" I 

__ L 

.. ----------~----+_--~~--~b 

---1-- . 
I '" / 

iron in octahedral site 

• iron in tetrahedral site 

oxygen 

FIG. 29. Part of the spinel structure. There are 32 octahedral sites and 64 tetrahedral sites per unit 
cell. 
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c 

a 

FIG. 30. Structure of solid C60. 

is called the fluorite structure (Fig. 28). The structure is built on the 
face-centered cubic Bravais lattice with a basis of three atoms (two oxygen 
and one zirconium). 

The second example is the spinel structure. The mineral spinel is 
MgAl20 4, but many other materials exist in its structure. One example is 
the magnetic oxide Fe30 4 (known by the common name magnetite). The 
structure of magnetite is shown in Fig. 29. The Bravais lattice is face-cen­
tered cubic once again, but this time there are 14 atoms assodated with 
each lattice point. (There are 56 atoms per unit cell.) 

The last example is the structure of solid C6O' The C60 molecule is quite 
familiar to many people, even though it was only discovered in 1985, 
because its shape is characteristic of a geodesic dome and is called a 
"buckyball." In the solid state, the C60 molecules form a crystalline 
structure in which they are arranged in a face-centered cubic array as 
shown in Fig. 30. At each lattice point there is one C60 molecule, so there 
are 60 atoms associated with each lattice point, or 240 atoms per unit cell! 

2.5. NOTATION FOR CRYSTAL STRUCTURES 

As noted, there is no systematic sequence for naming crystal struc­
tures. However, a systematic notation for describing crystal structures has 
been developed by W. B. Pearson (The Crystal Chemistry and Physics of Metals 

41 
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TABLES. Symbols for the 14 Bravais Lattices 

Symbol System Lattice Symbol 

aP Triclinic (anorthic) P 
mP Simple monoclinic P 
mC Base-centered monoclinic C 
oP Simple orthorhombic P 
oC Base-centered orthorhombic C 
of Face-centered orthorhombic F 
01 Body-centered orthorhombic 1 
tP Simple tetragonal P 
tI Body-centered tetragonal 1 
hP Hexagonal P 
hR Rhombohedral R 
cP Simple cubic P 
cF Face-centered cubic F 
d Body-centered cubic 

and Alloys, Wiley-Intersdence, New York, 1972). This system classifies 
structures according to crystal system, Bravais lattice, and number of 
atoms per unit cell. The symbols give successively the crystal system, the 
Bravais lattice symbol, and the number of atoms per unit cell according 
to the designation in Table 5. For the crystal structures in Sec. 2.4 the 
Pearson symbols are given in Table 6. 

Even though you can determine the crystal system, the Bravais lattice, 
and the number of atoms from this notation, you will not be able to 
differentiate different structures with the same notation. For example, cF8 

TABLE 6. Pearson Symbols for Some Crystal Structures 

Crystal Structure Pearson Symbol 

Simple cubic cPl 
Body-centered cubic cll 
Face-centered cubic cF4 
Hexagonal close-packed hP2 
Cesium chloride cP2 
Sodium chloride cFS 
Diamond cubic cFS 
Zinc Blende cFS 
Fluorite cF12 
Spinel cF56 
SolidC60 cF240 
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can refer to the structures of sodium chloride, diamond cubic, or zinc 
blende, which differ from one another. However, this appears to be the 
best possible notation for the moment and is extensively used by the 
International Centre for Diffraction Data when referring to crystal struc­
tures, as you will see in Experimental Module 8. 

2.6. MILLER INDICES 

It is essential to have a way of uniquely describing different crystal 
planes in a lattice. Miller indices provide us with such a way. They are 
determined as follows: 

1. Identify the points at which the plane intersects the a, b, and c axes. 
The intercept is measured in terms of fractions or multiples of the 
lattice parameters. If the plane moves through the origin, then the 
origin must be moved. We will show you how this works a little 
later. 

2. Take redprocals of the intercepts. This is done because if the plane 
never intersects one of the axes the intercept will be at 00. We don't 
want to have 00 in the indices so we take redprocals. 

3. Clear the fractions. We only want whole numbers in the indices, 
but don't reduce the numbers to the lowest integers. 

4. Enclose the resulting numbers in parentheses ( ). Negative num­
bers are written with a bar over the number (1), and pronounced, 
for example, as bar one. 

These steps give us the Miller indices of any plane in any crystal system, 
whether cubic, orthorhombic, or triclinic. Also note that the interaxial 
angles are not important in this case-the A face has indices (100) in all 
crystal systems, and the C face has indices (001) in all crystal systems. 
The actual values of the lattice parameters a, b, and c are also unimpor­
tant. 

Let's determine the Miller indices of the planes A and B in Fig. 31. 

ForpianeA: 

Intercepts 

Reciprocals 

Clear fractions 
(not necessary in this case) 

a 

Therefore, plane A has Miller indices (Ill). 

b c 
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For plane B: 

Intercepts 

Reciprocals 

Clear fractions 

c 

FIG. 31. Detennination of Miller indices of planes. 

a 

2 

b 

2 
1 
'2 
1 

Therefore, the Miller indices for plane Bare (210). 

c 

o 
o 

Let's now look at what happens if the plane goes through the origin, 
as does plane C in Fig. 32. To index this plane we need to move the origin. 
Remember that the origin of the unit cell is arbitrarily chosen and can be 
taken to be any point. So let's move the origin to the point that originally 
had coordinates 0,1,0. Now we follow the same procedure as before, only 
using our new origin. 

For plane c: 
a b c 

Intercepts -1 

Reciprocals 0 -1 0 

Clear fractions 0 -1 0 

So plane C is the (DID) plane. 
If, however, you want to compare the Miller indices of planes in a unit 

cell, the origin must be the same for each plane. In such a situation, if the 
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c 

~-+-"""'7f'------'" b 

FIG. 32. Detennination of Miller indices of a plane when it passes through the origin. 

plane goes through the origin, instead of shifting the origin you can 
mentally shift the position of the plane to be parallel to the plane under 
consideration. 

Look again at the cubic unit cell in Fig. 32. Notice that plane C is a face 
of the cube. If you closed your eyes and we rotated the cube 90° clockwise, 
when you opened your eyes you would not know that the cube had been 
moved. Hence, the face planes of a cube are all symmetrically related. 
There are six different face planes, but they are all equivalent. When a set 
of planes is equivalent, they are known as a family of planes. The faces of 
the cube form the family of {100} planes. Note that now we use a different 

Multiplicity 

As we have just seen, there are six planes in the {l00} family of planes for a cubic 
crystal. These planes all have the same spacing. We can define the mUltiplicity factor, 
which is the number of planes in a family that have the same spacing. The 
multiplicity or multiplicity factor for the {100} family of planes of a cubic crystal is 
6. The multiplicity factors are different for different planes, and these values for the 
cubic and hexagonal systems are listed in Appendix 6. 

The multiplicity is important because in a polycrystalline or powder specimen 
consisting of many randomly oriented grains diffraction can occur, for example, 
from all the {100} planes. The intensity of a reflection therefore depends on the 
multiplicity. You will need to use the multiplicity factor in Experimental Module 7. 
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type of bracket to indicate a family of planes. Parentheses ( ) are used for 
a spedfic plane, and braces { } are used for a family of planes. The six planes 
in the {lOO} family of planes for a cubic unit cell are (l00), (010), (001), 
(TOO), (oTo), and (OOT). For a tetragonal unit cell the {l00} family of 
planes consists of four planes that have Miller indices (100), (0 I 0), (TOO), 
and (OTO), and the fOOl} family of planes consists of planes (001) and 
(OOT). In the tetragonal system the {IOO} planes are not equivalent to the 
{OO I} planes since a '* c. 

When you start to work through the experimental modules you will 
find that there are peaks in the x-ray diffraction pattern that correspond 
to planes of the form (nhnknl) , where n is an integer. What is the 
relationship between the plane (hkl) and the planes (nhnknl)? The two 
sets of planes are parallel, but the spadng of the (nh nk nl) planes is lIn 
the spadng of the (hkl) plane. As shown in Fig. 33, the (100) and (200) 
planes are parallel, but the spadng of the (200) planes is half the spadng 
of the (100) planes. For example, in magnesium oxide (MgO) the spadng 
ofthe (200) planes is 0.2106 nm; the spacing ofthe (400) planes is 0.1053 
nm. 

The distance, d, between adjacent planes in the set (hkl) for a crystal 
in the cubic system is 

(11) 

c c 

a a 

(a) (b) 

FIG. 33. Difference between the (100) and (200) planes. 
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This relationship, which can be derived quite simply by using analytical 
geometry, is very useful, and you will use it in Experimental Module 1 
and others. Equation (11) applies only to cubic systems, but similar 
equations can be formulated for the other crystal systems and they are 
listed in Appendix 1. 

The density of atoms on a particular plane (known as the planar 
density) can be determined from the equation 

number of atoms on the plane 
Planar density = f h I area 0 t e pane 

(12) 

For example, the planar density on the (100) plane of a material with 
the fcc structure, shown in Fig. 34, is 

2 2 1 
Planar density = - = = -

a2 (2...[T r? 4r2 

Copper has an atomic radius of 0.128 nm, and the density of atoms on 
its (100) plane is 15.26 atoms/nm2 • Planes of the lowest indices (called 
low-index planes) have the largest d spacing and the greatest density of 
lattice points (and atoms), and, as we shall see, they produce the most 
intense reflections in the x-ray diffraction patterns. 

A slightly different system is used for indexing planes in the hexagonal 
system. Although most of the important characteristics of hcp crystals can 

Notation for Directions in a Crystal 

Directions in a crystal can be determined in a very straightforward way if the 
coordinates u, v, w of two points lying along that direction are known. If a line 
connects two points A and B, then the direction of that line is (U,V,W)B - (U,V,W)A' 
For example, if a line points from the origin 0,0,0 (point A) to a point B located at 
1, 1, 1, then the direction of that line is [111]. Note that for a specific direction we 
use brackets [ ] to enclose the indices (no commas between them). Keeping the 
same origin, the line [I I I] is anti parallel to the line [Ill]. In the same way that 
we can have a family of planes, we can also have a family of directions. The [Ill] 
direction is across the body diagonal of the cube. A cube has four body diagonals, 
and if we count the antiparallel directions there are a total of eight body diagonal 
directions. The indices of these directions are [111], [III], [111], [III], [Ill], [III] 
[II I], and [III]. This family of directions is the < 111> family. Note that we use 
angled brackets < > for a family of directions. In a cubic crystal the [hkl] direction 
is perpendicular to the (hkl) plane. 
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Planar density = 4:2 

FIG. 34. Atom arrangement on the (100) plane in an fcc crystal structure. 

be described without the aid of this other system, we feel that you need 
to be familiar with it. (You will find it particularly useful if you do any 
electron diffraction of hexagonal materials in the transmission electron 
microscope. ) 

The hexagonal unit cell is described by three vectors, al' a1, and c. 
Vectors a 1 and a1 lie at 1200 to one another in the same plane, called the 
basal plane, and c is perpendicular to the basal plane, as shown in Fig. 
22c. To show the symmetry of the hexagonal lattice, we often extend the 
unit cell, as indicated by the dashed lines in Fig. 22c. A third vector, a3, 

which also lies in the basal plane at 1200 to a 1 or a1, can be drawn in this 
extended cell. The indices of a plane in the hexagonal system, written 
(hkil) , refer to these four axes and are known as the Miller-Bravais indices 
of the plane. To determine the Miller-Bravais indices of a plane in a 
hexagonal unit cell, follow exactly the same procedure for determining 
Miller indices in the cubic system. Figure 35 shows the Miller-Bravais 
indices of some of the low-index planes and directions in the hexagonal 
system. 

Since the intercepts of a plane on the a, and a2 axes determine its 
intercept on the a3 axis, the value of i depends on the values of both hand 
k. The relationship between these three indices is 

h+k=-i (13) 

Thus, it is easy to convert between the four-index Miller-Bravais system 
and the three-index Miller system. However, the advantage of the 
four-index system-and the main reason for its use-is that similar 
planes have similar indices (as we saw for the Miller system for a cubic 
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Notation for Directions in a Hexagonal Crystal 

The directions in a hexagonal cell can be determined in exactly the same way as for 
a cubic unit cell. We use a three-index notation in which the indices refer to vectors 
a 1, a2, and c. As shown in Fig. 35, the directions in the hexagonal system can also 
be represented by a four-index notation, based on the vectors a 1, a 2, a 3, and c. The 
three-index notation is often preferred, but the four-index notation has the advan­
tage that similar directions have similar indices. The two notations are related as 
follows. If [UVW] are the indices of a direction referred to three axes and [uvtw] are 
the four-axis indices, then 

u= u-I 

v= v-I 

W=w 

u = (2U- V)/3 

v = (2V- U)/3 

1= -(u + v) = -(U + V)/3 

w=w 

So the direction [l00] in the three-index notation becomes [2TTO] in the four-index 
notation. 

lattice). For example, the planes (lOTO), (OlTO), (TIOO), (TOlD), (OTIO), 
( IT 00) are the six side planes (called prism planes) of the hexagonal 
lattice; these are of similar type. In the Miller system, however, they are 
written (100), (OlD), (TID), (TOO), (OTO), (lTD) and they definitely do 
not appear to be of a similar type. 

[001] or ]0001] 

(1100) 

:14------i- (iii 0) 

[010] or [,fifO] 

FIG. 35. Indices of planes and directions in the hexagonal system. 
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2.7. DIFFRACTION FROM CRYSTALLINE MATERIALS­
BRAGG'S LAW 

In Sec. 1.3 we said that an atom can scatter x-rays, and if many atoms 
are together then the scattered waves from all the atoms can interfere. If 
the scattered waves are in phase (coherent), they interfere in a construc­
tive way and we get diffracted beams in specific directions. These direc­
tions are governed by the wavelength .(1..) of the incident radiation and 
the nature of the crystalline sample. Bragg's law, formulated by W. 1. Bragg 
in 1913, relates the wavelength of the x-rays to the spacing of the atomic 
planes. 

To derive Bragg's law, we begin by assuming that each plane of atoms 
partially reflects the incident wave much like a half-silvered mirror. The 

Diffraction and Reflection-What's the Difference? 

In the derivation of Bragg's law we treat the planes of atoms as mirrors that can 
reflect the x-rays. This analogy between diffraction and reflection simplifies the 
derivation: we are all familiar with the reflection of visible light. The angle the 
incident x-ray beam makes with the lattice planes is the same as that made by the 
diffracted beam, so there is a qualitative similarity between diffraction of x-rays and 
reflection of visible light. Diffraction and reflection however, are actually different 
phenomena. Some important differences are listed here. 

• The diffracted beam is composed of waves that have been scattered by all the 
atoms of the crystal lying in the path of the incident beam. Reflection of visible 
light is a surface phenomenon occurring in a layer about 1../2 thick. 

• The diffraction of x-rays of a single wavelength takes place only at certain 
angles, e (known as the Bragg angle), where there is constructive interference 
and Bragg's law is thus satisfied. The reflection of visible light takes place at 
any angle of incidence. 

• The intensity of the beam of visible light reflected by a good mirror is almost 
the same as the intensity of the incident beam. The intensity of a diffracted 
beam of x-rays from a crystal is extremely small compared to that of the 
incident beam. 

• In reflection, the angle of incidence (or reflection) is defined as the angle 
between the normal to the specimen surface and the incident (or reflected) 
beam. In diffraction, the angle of the incident beam (or the diffracted one) is 
defined as the angle between the specimen surface and the incident (or 
diffracted) beam. 
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x-rays are not really being reflected-they are being scattered-but it is 
very convenient to think of them as reflected, and we often call the planes 
the ureflecting planes" and the diffracted beams the "reflected beams," 
when we really mean diffracting planes and diffracted beams. Many books 
use these terms interchangeably, so you'll just have to get used to it. 
Because of this reflection analogy, the peaks that occur in an x-ray 
diffraction pattern are often called reflections. 

Consider the diffracted wave in Fig. 36. It is assumed to make the same 
angle, S, with the atomic planes as does the incident wave. Now the 
criterion for the existence of the diffracted wave is that the scattered 
(Ureflected") x-rays should all be in phase across a wavefront such as BB'. 
For this to be so, the path lengths between wavefronts AA' and BB' for 
the rays shown must differ by exactly an integral number (n) of wave­
lengths A. Therefore the path difference, 0, must be 

(14) 

where n is an integer. Now since lines CC' and CD in Fig. 36 are also 
wavefronts, we can write 

o = DE + Ee' = 2Ee' 

From elementary trigonometry, 

0= 2eE sin e 

and because CE is the interplanar spacing d' we can write 

B 

FIG. 36. Diffraction of x-rays by a crystal. 

(15) 

(16) 
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0= 2d' sin e (17) 

By combining Eqs. (14) and (17), we get 

n'A = 2d' sin e (18) 

This equation is known as Bragg's law and is extremely important in 
indexing x-ray diffraction patterns and, hence, for determining things like 
the crystal structure of the material, as you will see in the experimental 
modules in Part II. It is well worth committing this equation to memory. 

The parameter n is known as the order of reflection and is the path 
difference, in terms of number of wavelengths, between waves scattered 
by adjacent planes of atoms, as indicated by Eq. (14). A first-order 
reflection occurs when n = 1 and the scattered and inddent waves have 
a path difference of one wavelength. When n > I, the reflections are called 
higher-order. 

We can rewrite Eq. (18) as 

d' 
'A = 2 - sin e n 

(19) 

where, as defined in Fig. 36, d' corresponds to the spadng between planes 
(hkl) and the parameter d'in corresponds to the spadng between planes 
(nhnknl). So we can consider a higher-order reflection as a first-order 
reflection from planes spaced at a distance of lin of the previous spadng. 
By setting d = d'in and substituting into Eq. (19), we can write Bragg's 
law in the customary way as 

'A = 2d sin e (20) 

As an example, the 440 reflection can be considered a fourth-order 
reflection from the (110) planes of spadng d' or a second-order reflection 
from the (220) planes of spadng d = d'12, or even as a first-order reflection 
from the (440) planes of spadng d = d'/4. This convention is consistent 
with our definition of Miller indices in Sec. 2.6, since the plane with 
Miller indices (nhnknl) is parallel to the plane with Miller indices (hkl) 
but has a spadng lin times the spadng of the (hkl) planes. (Note: 
Higher-order reflections are very important for electron diffraction in the 
transmission electron microscope.) 

2.8. THE STRUCTURE FACTOR 

The structure factor, P, describes the effect of the crystal structure on the 
intensity of the diffracted beam. We start by shOwing the importance of 
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the structure factor in a qualitative way, and then we use a more 
quantitative approach. Consider the two orthorhombic unit cells in Fig. 
37. One cell is base-centered orthorhombic, and the other is body-cen­
tered orthorhombic. Both cells have two atoms per cell. Diffraction from 
the (001) planes of the two cells is shown in Fig. 38. For the base-centered 
orthorhombic lattice in Fig. 37a, if Bragg's law is satisfied, this means that 
the path difference ABC between wave l' and wave 2' is A and diffraction 
will occur. In the same way for the body-centered lattice, if waves l' and 
2' are in phase, their path difference is A. However, another plane of atoms 
is midway between the (001) planes in the body-centered lattice (Fig. 
38b). The path difference between waves l' and 3' is A/2. These waves 
will be completely out of phase, destructive interference will occur, and 
we will get no diffracted beam. A wave reflected from the next plane down 
will cancel wave 2', and so on. The net result is that there is no 001 
reflection for the body-centered lattice. [Note: The 001 reflection (without 
brackets) comes from diffraction of the x-ray beam by the (001) planes.] 
Thus, for certain structures some reflections will be absent from the 
diffraction pattern. They are known as forbidden reflections-they are 
forbidden by the structure factor. The intensity of the beam diffracted by 
all the atoms in the unit cell in a given direction predicted by Bragg's law 
is proportional to p2. The intensities of the reflections are what we see in 
the diffraction pattern. If p2 = 0, there is no reflection. 

Now we present the equation for calculating P. The derivation of this 
equation is beyond the scope of this book, but one of the texts in the 
Bibliography gives the derivation. Anyway, 

a 
(a) 

c 

F = L f,r7U(hui+kv,+lw) 

i 

c 
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FIG. 37. (a) Base-centered and (b) body· centered orthorhombic unit cells. 

(21) 



54 I • Basics 

l ' 

2 2' 

(a) 

B 

l' 

3 

2 

(b) 

B 

FIG. 38, Diffraction from the (001) planes of (a) base-centered and (b) body-centered orthorhombic 
unit cells. 

where [is the atomic scattering factor, discussed in Sec, 1.3, U, v, and w 
are the atom positions in the unit cell, and h, k, and 1 are the Miller indices 
of the reflection. The summation is performed over all atoms in the unit 
cell. What does Eq. (21) tell us? Most importantly, it tells us what 
reflections hkl to expect in a diffraction pattern from a given crystal 
structure with atoms located at positions u, v, w. These are known as 
selection rules. Reflections for which F = 0 will have zero intensity and will 
not appear in the diffraction pattern; these reflections are called forbid­
den. Equation (21) is a completely general equation. It applies to all 
crystal lattices regardless of whether there are 1 or 100 atoms per unit 
cell and whether the structure is cubic, hexagonal, or triclinic. 
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Useful Relations in Evaluating Complex Exponential Functions 

Calculating structure factors using Eq. (21) involves complex exponential functions. 
The following relations are useful: 

e1ti = e31ti = e51ti =-1 
e-1ti = e41ti = eMi = 1 
e""i = (-1 )n, where n is any integer 
~ = e-nni, where n is any integer 
ei" + e-ix = 2 cos x 

Let's do some examples to show how Eq. (21) is used. First consider a 
simple cubic crystal structure. We know from Sec. 2.4.1 that there is one 
atom per cell in the simple cubic structure located at 0,0,0. So we can 
insert the atomic coordinates 0,0,0 for U,V,W, respectively, in Eq. (21). 
Therefore the structure factor for the simple cubic structure is 

F = fe21ti(O) = f (22) 

For the simple cubic structure F is independent of h, k, and I, which 
means that all the reflections are allowed. In an x-ray diffraction pattern 
from a simple cubic material we would see reflections corresponding to 
beams diffracted by all the lattice planes in the material, such as (100), 
(110), (Ill), (200), (210), etc. 

Now consider the fcc structure. It has four atoms, of the same type, 
per unit cell located, as noted in Sec. 2.4.1, at 0,0,0; ~,~,O; ~,O,~; and O,H. 
We can therefore insert the atomic coordinates u, v, and win Eq. (21) and 
obtain 

(23) 

which we can simplify as 

F = f[ 1 + e1ti(h+k) + e1ti(h+l) + e1ti(k+I)] (24) 

If h, k, and 1 are all even or all odd (we say they are "unmixed"), then 
the sums h + k, h + I, and k + I are even integers, and each term in Eq. 
(24) has the value 1. Therefore for the fcc structure, 

F = 4f for unmixed indices 

If h, k, and I are mixed (i.e., some are odd and some are even), then the 
sum of the three exponentials is -1. Let's suppose that h = 0, k = 1, and 
1= 2; i.e., the plane has indices (012). Then 
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F=f(I-1 +1-1) = 0 

and there is no reflection. Thus, 

F = 0 for mixed indices 

Hence, for a material with the fcc structure we will see reflections 
corresponding to planes such as (Ill), (200), and (220), but we will not 
see reflections for planes (100), (110), (210), (211), etc. 

In our two examples we chose cubic unit cells. The structure factor is 
independent of the shape and size of the unit cell. Any primitive cell will show 
reflections corresponding to diffraction from all the lattice planes; any 
face-centered cell will show reflections only when h, k, and 1 are unmixed. 
However, not all unmixed reflections may be seen in all face-centered 
cells; some may be absent depending on the number of atoms present in 
the unit cell. What we can be certain of is that no reflection will be 
observed when h, k, and 1 are mixed. 

Now let's consider unit cells containing a basis of two atoms per 
lattice point. The NaCI structure, illustrated in Fig. 26, is built on the 
face-centered cubic (cubic F) Bravais lattice with a basis of two atoms, or, 
to be more accurate, ions (one Na and one CI), per lattice point. To 
calculate the structure factor for NaCI, we can use the result for the fcc 
structure and include the contribution of the basis. The NaCI structure 
has eight atoms per unit cell, four Na and four Cl. (That we actually have 
ions instead of atoms makes little difference when determining F since we 
generally don't take into account the charge of the ion.) The atomic 
scattering factors for atoms and ions are slightly different at small angles, 
but at higher angles they are almost identical. In Table 7 we list the values 
offas a function of (sin 9)/').. for Na, Na+, CI, and CI-. 

Normally, for NaCI, we take the basis to consist of one Na located at 
0,0,0 and one Cllocated at t,o,O (as we did in Sec. 2.4.3). We could just 
as well take the basis as the Na ion at 0,0,0 and the CI ion at t,M. Look at 
Fig. 26 to see why this is so. We can write, using Eq. (21), the structure 
factor for the NaCI structure as 

TABLE 7. Atomic Scattering Factors for Na, Na+, el, and er 
(sin alii.. 
(nm- ) 0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 

Na+ 10 9.546 8.374 6.894 5.471 4.290 3.395 2.753 2.305 1.997 1.785 

Na 11 9.760 8.335 6.881 5.471 4.293 3.398 2.754 2.305 1.997 1.784 

el 17 15.23 11.99 9.576 8.181 7.305 6.595 5.915 5.245 4.607 4.023 
el- 18 15.69 11.99 9.524 8.162 7.305 6.600 5.920 5.248 4.608 4.024 
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F = [tNa~7Ii(O) + fCle271i(~+;+~)][ 1 + ~(h+k) + e7li(h+l) + ~(k+I)] 

Simplifying gives 

(25) 

F = [tNa + fc/'i(h+k+l)] [1 + ~(h+k) + ~(h+I) + ~(k+I)] (26) 

The first term in Eq. (26) represents the basis of the unit cell, the Na ion 
at 0,0,0 and the CI ion at H,t. The second term is the same as the term 
in brackets in Eq. (24); it is the structure factor for the fcc structure. 
Unlike the calculation of the structure factor for a material with the fcc 
structure, for NaCI we have to include the atomic scattering factors for 
the different types of atoms. The selection rules for the NaCI structure 
are 

F = 4(tNa + tCI) if h, k, 1 are even 
F = 4(tNa - tCI) if h, k, 1 are odd 

F= ° if h, k, 1 are mixed 

The third condition is the same for the fcc structure (this shows that 
NaCI has the face-centered cubic Bravais lattice). The first two conditions 
are new and depend on tNa ± tCI. That the NaCI structure contains more 
than four atoms per unit cell has not led to elimination of any reflections 
seen for the fcc structure, but it has led to a change in the intensity of the 
reflections. For example, the III reflection for NaCI will be weaker than 
the 200 reflection because the former involves the difference, rather than 
the sum, of the atomic scattering factors of the atoms. (In the next 
example we will see a case of elimination of reflections.) These intensity 
calculations help us determine atom positions in a crystal. 

You can also arrive at the same set of selection rules for the NaCI 
structure by doing the determination long-hand. To do this, substitute the 
atom positions for the eight atoms in the unit cell of the NaCI structure 
into Eq. (21) and simplify the equation. But whenever a lattice contains 
a basis, the equation for the structure factor can be written out quickly. 
The first term is the atom positions in the basis, and the second term is 
that for the Bravais lattice of the crystal structure. 

We will do one more example to illustrate the point we just made; we 
will determine F for the diamond cubic structure. The diamond cubic 
structure is based on the face-centered cubic Bravais lattice with a basis 
of two atoms, giving a total of eight atoms per unit cell. The atoms in the 
basis are located at 0,0,0 and ~,M. Both atoms are of the same type (in 
diamond they are all carbon atoms), so 

F = ~c + fce(j)i(h+k+l) ] [ 1 + ~(h+k) + e7li(h+l) + ~(k+I)] (27) 
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The first term represents the basis, and the second term the face-centered 
cubic Bravais lattice. The selection rules for the diamond cubic structure 
are a little more complicated: 

p=o 

p = 4!c( 1 + e(j)i(h+k+l») 

p=o 

P= Bfc 

if h, k, I are mixed (same condition as for the 
fcc structure) 
if h, k, I are odd 
if h, k, I are even and h + k + I = 2N, where N 
is odd (e.g., the 200 reflection) 
if h, k, I are even and h + k+ 1= 2N, where N 
is even (e.g., the 400 reflection) 

Once again, P = 0 if h, k, and I are mixed. This is the same condition for 
the fcc structure, but it applies to the diamond cubic structure because it 
has the same Bravais lattice as the fcc. If all indices are odd, the expression 
is complex. However, remember that in the diffraction pattern we see 
the intensities of the reflections (Le., p 2 not P), so we consider p2, which 
is 32f~ . 

The Lorentz-Polarization Factor 

The Lorentz-polarization factor is actually a combination of two factors-the 
Lorentz factor and the polarization factor-that influence the intensity of the 
diffracted beam. The origin of the polarization factor is that the inddent beam from 
the x-ray source is unpolarized. It may be resolved into two plane-polarized 
components, and the total scattered intensity is the sum of the intensities of these 
two components, which depends on the scattering angle (Le., 29). 

The Lorentz factor takes into account certain geometrical factors related to the 
orientation of the reflecting planes in the crystal, which also affect the intensity of 
the diffracted beam. 

1 + cos2 29 
Lorentz-polarization factor = ---­

sin2 9 cos 9 

Values of this factor are given in Appendix 7. The Lorentz-polarization factor 
varies strongly with Bragg angle, 9, and the overall effect is that the intensity of 
reflections at intermediate Bragg angles is decreased compared to those at high or 
low angles. The Lorentz-polarization factor is important in all intensity calculations, 
and we will use it in Experimental Module 7. 
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Let's now briefly summarize some of the similarities and differences 
between the NaCI structure and the diamond cubic structure. Both 
structures are based on the face-centered cubic Bravais lattice and have 
eight atoms per unit cell. However, because the atom positions are 
different in the two structures the x-ray diffraction patterns are different: 
there are different reflections and different intensities. The absence of 
some reflections and the differences in intensities (p2) give us a way to 
find the atom positions in the lattice. However, in the experimental 
modules in Part II we do not emphasize this aspect. 

As an exercise, what do you think the selection rules would be for the 
zinc blende structure? The zinc blende structure is similar to the diamond 
cubic, but the basis consists of two different types of atom, one S at 0,0,0 
and one Zn at H,1. (The answer is given in Table 8.) 

Table 8 summarizes the results of structure factor calculations. Note 
that the intensity of a diffracted beam depends not only on p2 but on other 
factors also. The integrated intensity, I, of a diffracted beam is 

2 r 1 + cos2 28'\ -2M (28) 
I=Fp Ie 

lSin2 8 cos 8) 

where p is the multiplicity factor, the term in parentheses is the Lorentz­
polarization factor, and e-2M is the temperature factor. 

TABLE 8. Examples of Selection Rules for Different Crystal Structures 

Crystal Type Bravais Lattice 

Simple Primitive 
Body-centered Body-centered 
Face-centered Face-centered 
NaCI Face-centered cubic 
Zincblende Face-centered cubic 
Diamond cubic Face-centered cubic 

Base-centered Base-centered 

Hexagonal dose-packed Hexagonal 

Reflections Present for 

Any h. k.1 
h+k+leven 
h. k, and I unmixed 
h, k, and I unmixed 
h, k, and I unmixed 

Reflections Absent for 

None 
h+k+lodd 
h, k, and I mixed 
h, k, and I mixed 
h, k, and I mixed 

As fcc, but if all even h, k, and I mixed and if 
and h +k+ Ii' 4N; then all evenandh + k+ Ii' 
absent 4N 
h and k both even or h and k mixed" 
both odd" 
h + 2k = 3Nwith I even h + 2k = 3Nwith I odd 
h+2k= 3N± 1 
with I odd 

h + 2k= 3N± 1 
Wl'rT] I even 

"These relations apply to a cell centered on the C face. If reflections are present only when h and k 
are unmixed, or when k and I are unmixed, then the cell is centered on the B or A face, respectively. 
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The Temperature Factor 

The temperature factor takes into consideration the effect of temperature on the 
intensity of the reflections in the x-ray diffraction pattern. At all temperatures, even 
at the absolute zero of temperature, the atoms in a crystal are undergoing thermal 
vibration about their mean positions. One of the effects of this vibration is that the 
intensities of the reflections decrease as the temperature increases. It is easy to see 
why. We normally view each lattice plane as consisting of atoms in very well defined 
positions and the planes themselves are perfectly flat and of uniform thickness. 
Thermal vibration of the atoms causes the spadng of the planes to become rather 
ill defined. Diffraction by sets of parallel planes at the Bragg angle is no longer perfect, 
as it would be if the atoms were not moving. 

If the average displacement of an atom from its mean position is u, the intensity 
of the reflections decreases as U increases (Le., as the temperature increases). The 
value of u depends on the elastic constants of the crystal-the stiffer the crystal the 
lower the value of u. 

At a fixed temperature (say room temperature) the intensity decreases as 9 
increases because at large Bragg angles planes with low values of d are diffracting. 
Hence, high-angle reflections are decreased in intensity relative to low-angle 
reflections. This effect is taken into account by the temperature factor e-2M, where 
M is a function of several variables, including u and the diffraction angle 29. 

Calculation of the temperature factor is quite complicated, and the data required 
to do this calculation are not readily available for nonmetallic materials and alloys. 
For this reason we will not use the temperature factor in our calculation of intensities 
in Experimental Module 7. 

2.9. DIFFRACTION FROM AMORPHOUS MATERIALS 

X-ray diffraction can also be used to provide information about the 
structure of amorphous or noncrystalline materials such as glass. In fact, 
it was early x-ray diffraction work by Warren and his colleagues that led 
to some of the early theories of glass structure. X-ray diffraction patterns 
from amorphous Si02 (silica glass) and a crystalline form of Si02 (cristo­
balite) are shown in Fig. 39. The crystalline material shows a series of 
sharp peaks, or reflections, due to diffracted beams arising from different 
lattice planes. The glass shows one broad peak centered in the range in 
which the strong peak was seen in the diffraction pattern of the crystalline 
material of the same composition. This observation led to the conclusion 
that in an amorphous material there is no long-range order as there is in 
a crystal. The amorphous material only exhibits short-range order. You 
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cristobalite 

silica glass 

Diffraction angle 29 

FIG. 39. X-ray diffraction patterns from (a) crystalline cristobalite and (b) silica glass. 

will find out in Experimental Module 6 that broadening of the x-ray peaks 
occurs when the crystallite or grain size of the material is very small «0.1 
/-1m). Peak broadening increases with decreasing crystallite size. Figure 40 
illustrates the difference between (a) an ordered crystalline form and (b) 
a possible structure of a glassy form of the same composition. 

(a) (b) 

FIG. 40. Schematic representation of (a) a crystalline form and (b) an amorphous form of the same 
composition. 
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amorphous region 

crystallite 

FIG. 47 . Crystallites in a polymer. 

Polymers are composed of long molecular chains normally arranged 
in a random way. In some polymers, particularly those with simple 
linear conformations, the chains can become organized into ordered 
regions as shown in Fig. 41. These ordered regions are called 
crystallites. Many polymers are partly crystalline; they have crystallites 
dispersed in an otherwise amorphous matrix. For example, polyethylene 
(PE) consists of molecular chains of composition -(CH2-CH2 )n- and 
polytetrafluoroethylene (PTFE) has molecular chains of composition 
-( CF2-CF2)n- and both show high volume fractions of crystallites. The size 
of the crystallites in a partly crystalline polymer can be determined by 
x-ray diffraction by measuring the broadening of the diffraction peaks. 



3 

Practical Aspects of X-Ray 
Diffraction 

3.1. GEOMETRY OF AN X-RAY DIFFRACTOMETER 

In this and the following sections we provide some general experimen­
tal background to the x-ray diffraction technique. Each manufacturer's 
instrument has its unique features, and for specific details you should refer 
to the instrument operating manual that came with your diffractometer. 
The experimental geometry used in the powder diffraction method is 
illustrated in Fig. 42. The three basic components of an x-ray diffractome­
ter are the 

• X ray source 
• Specimen 
• X ray detector 

and they all lie on the circumference of a circle, which is known as the 
focusing circle. The angle between the plane of the specimen and the x-ray 
source is 9, the Bragg angle. The angle between the projection of the 
x-ray source and the detector is 29. For this reason the x-ray diffraction 
patterns produced with this geometry are often known as 9-29 (theta­
two theta) scans. In the 9-29 geometry the x-ray source is fixed, and the 
detector moves through a range of angles. The radius of the focusing 
circle is not constant but increases as the angle 29 decreases, as you can 
see from Fig. 42. The 29 measurement range is typically from 00 to about 
1700 • In an experiment you need not necessarily scan the whole range 
of detector angles. A 29 range from 300 to 1400 is an example of a typical 
scan. The choice of range depends on the crystal structure of the material 
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FIG. 42. Geometry of an x-ray diffractometer. 

(if known) and the time you want to spend obtaining the diffraction 
pattern. For an unknown specimen a large range of angles is often used 
because the positions of the reflections are not known, at least not yet! 

The 9-28 geometry is the most common, but you may come across 
other geometries. In the e-e (theta-theta) geometry both the x-ray source 
and the detector move in the vertical plane in opposite directions above 
the center of the specimen. In some forms of x-ray diffraction analysis the 
sample is tilted about an axis'll (psi). This scan, often known as an 0) 

(omega) scan, provides a measure of the strain (change in length divided 
by original length, Mil) in the specimen, from which it is then possible to 
determine the stress (force per unit area, PIA). The specimen can be 
rotated about the'll axis and about an orthogonal axis called the <I> (phi) 
axis. This type of scan, sometimes called a <I> scan, is particularly useful for 
characterizing oriented polycrystalline thin films where the rotation axis 
of the grain boundaries is often predominantly aligned perpendicular to 
the surface of the film. The 0) scan and <I> scan are very specialized 
techniques, yet, although very useful, are not widely used. In the remain­
der of this chapter we consider only the 9-28 geometry. 

The diffractometer circle in Fig. 42 is different from the focusing circle. 
The diffractometer circle is centered at the specimen, and both the x-ray 
source and the detector lie on the circumference of the circle. The radius 



3 • Practical Aspects of X-Ray Diffraction 65 

of the diffractometer drde is fixed. The diffractometer drcle is also 
referred to as the goniometer circle. The goniometer is the central compo­
nent of an x-ray diffractometer and contains the spedmen holder. It has 
arms to which the x-ray source and the detector are mounted. In most 
powder diffractometers the goniometer is vertically mounted, but in other 
diffractometers, for example those used to study thin films, the goniome­
ter may be hOrizontally mounted. 

3.2. COMPONENTS OF AN X-RAY DIFFRACTOMETER 

3.2.1. The X-Ray Source 

X-rays are generated, as described in Sec. 1.2, by directing an electron 
beam of high voltage at a metal target anode inside an evacuated x-ray 
tube. The voltage and current are both variables, and you should check 
the operating manual or with the instrument operator or technidan to 
see what values you should use. For all of the experimental modules in 
Part II use whatever values of voltage and current are recommended for 
your instrument. Suitable operating voltages depend on the target metal 
(remember that they should be above the critical exdtation potential for 
knocking out K electrons), e.g., molybdenum 50 to 55 kY, copper 25 to 
40 kY, iron 25 to 30 kY, and chromium 25 kV. Copper is the most 
frequently used target, and typical operating conditions are 40 kV and 30 
mAo 

The choice of radiation depends on several factors, including how 
penetrating it is (we do not want the x-rays absorbed by the spedmen). 
Recall from Sec. 1.2 that when an inddent electron has suffident energy 
it can knock out an electron from the K shell of an atom. When the atom 
returns to the ground state, an x-ray is emitted (a characteristic x-ray). In 
a similar way, an inddent x-ray, with enough energy, can also knock out 
an electron from the K shell of the atom. The atom is now in an exdted 
state, and an electron in a higher energy level then fills the hole in the K 
shell, to return the atom to its ground state, with the emission of an x-ray. 
The emitted radiation in this case is known as fluorescent radiation. It 
radiates in all directions and has exactly the same wavelength as the 
characteristic radiation. 

If an element in the spedmen has an atomic number slightly below 
that of the target metal, the x-rays will be strongly absorbed. This results 
in a decrease in the intensity of the diffracted beam and a large amount 
of fluorescent radiation, which increases the background signal. For 
example, if we are using Cu Ka. x-rays, which have an energy of 8.04 keY, 
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Absorption 

Radiation incident upon a material is absorbed when electrons in the atoms that 
make up the material are excited from a lower energy state (usually the ground 
state) to a higher energy state. In a solid, consisting of many atoms, the energy levels 
are in the form of bands. When we are talking about electronic applications, we 
refer to the outer two bands as the valence band and the conduction band. But 
when we are talking about optical properties of materials it is common to refer to 
the two bands as the valence band and the absorption band, respectively. The 
selective absorption of radiation gives rise to color in many materials. 

to examine a specimen containing iron (atomic number 26), the x-rays 
have enough energy to eject a K shell electron from iron (the critical 
ionization energy for a K shell electron in iron is about 7 keY). The result 
is the emission of fluorescent radiation. To avoid fluorescence from 
specimens containing iron and other transition elements, Cr Ka radiation, 
which has an energy of 5.41 keY (lower than the critical ionization energy 
for a K shell electron in iron), may be used. 

As noted in Sec. 1.2, the intensity of the characteristic lines in the x -ray 
spectrum increases with an increase in the applied voltage. But the values 
of current and voltage will not affect the positions (29 values) of the 
reflections in the diffraction pattern. The load (product of voltage and 
current) is usually kept just under the maximum rating (typically around 
2 kW) for the x-ray tube in order to make it last longer. 

In most diffractometers a fixed value of the x-ray wavelength A, is used. 
For example, in the experiments described in the experimental modules 
we have assumed that Cu Ka radiation will be used, which has a weighted 
average wavelength A. = 0.154184 nm. Some of the commonly used K 
wavelengths were listed in Table 2, but Cu Ka is generally the most useful 
because of its high intensity. 

3.2.2. The Specimen 
In a typical x-ray diffraction experiment, a thin layer of crystalline 

powder is spread onto a planar substrate, which is often a nondiffracting 
material such as a glass microscope slide, and exposed to the x-ray beam. 
You will use this procedure to complete the experimental modules in Part 
ll. The quantity of powder used for each experiment is quite small, usually 
a few milligrams (1 mg = 10-3 g). 
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Ideally, the specimen should contain numerous small, equiaxed ran­
domly oriented grains. The grain size of the powders should be ::;50 !-lm; 
i.e., the powder can pass through a U.S. standard 325 mesh sieve. For 
materials with high symmetry, such as cubic or hexagonal, the grain size 
of the powder can be up to about 70 !-lm, because of the mUltiplicity factor. 
If you refer to Sec. 2.6 you will see why the multiplicity factor becomes 
important for crystals with high symmetry. In such crystals several planes 
can contribute to each reflection; e.g., diffraction from the (100), (010), 
(001), (100), (DID), and (001) planes in a cubic crystal all contribute to 
the same reflection (the 100 reflection). 

When the grains are very small, < 1 !-lm, broadening of the peaks in 
the diffraction pattern occurs, as illustrated in Experimental Module 6. If 
the grains in the specimen are too large, then effects associated with 
preferred orientation may become Significant. Later in this section we 
describe what these effects are. 

It is important that the specimen you choose for analysis be repre­
sentative of the entire sample. For example, if you are going to charac­
terize a mixture of two powders (as in Experimental Module 7) or if a 
standard has been added (as in Experimental Modules 6 and 7), be sure 
that the two powders are thoroughly mixed, otherwise the small amount 
you take for x-ray diffraction analysis may not contain the two powders 
in the same proportion as in the global mixture. In addition to using 
powders, the specimen may also be a sheet or film of a polycrystalline 
material, for example a sheet of aluminum or a polycrystalline film on a 
substrate (e.g., a TiN film on steel). 

As noted, in a 8-29 scan the position of the incident x-ray beam with 
respect to the specimen is fixed. In a powder or a polycrystalline material 
in general, the grains are often randomly oriented, and some grains will 
always be oriented in a favorable direction with respect to the x-ray beam, 
to allow diffraction to occur from a specific set of lattice planes. Each set 
of lattice planes in the crystal having spacings dl' d2, d3, ••• , will diffract 
at different angles 91' 92, 93, ••. , where 9 increases as d decreases in such 
a way as to satisfy Bragg's law. The intensity of the diffracted beam at each 
of these different angles is detected, and this is what forms the x-ray 
diffraction pattern. 

If the specimen is textured (Le., there is a preferred grain orientation) 
then some of the reflections in the x-ray diffraction pattern may be 
anomalously intense or some may be absent. In other words, there may 
be a change in the relative intensities of the reflections compared to those 
obtained with a randomly oriented powder specimen. By comparing the 
relative intensities of the reflections from the textured specimen with the 
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random powder pattern, we can determine the degree of preferred 
orientation. Texturing is common in materials that have a layered struc­
ture with easy cleavage between the layers (e.g., mica), thin films, and 
heavily cold-worked metals. The reflections missing in a diffraction pat­
tern obtained from a textured material are missing not because they are 
forbidden by the structure factor but because the grains are not oriented 
in the correct way to allow diffraction to occur from these planes. For 
example, in a cubic material in which the [100] direction of all the grains 
is oriented perpendicular to the surface of the spedmen, diffraction occurs 
from the (100) planes but not from the (001) or the (010) planes. 
Therefore, we would expect the relative intensity of the 100 reflection to 
be weaker in the textured spedmen than in the randomly oriented 
spedmen. 

Most spedmens are flat, and as you can see in Fig. 42 the face of a flat 
spedmen forms a tangent to the focusing drcle. However, for perfect 
focusing the spedmen should be curved to fit the drcumference of the 
focusing drcle. For most spedmens it is not possible to meet this require­
ment. The flat spedmen causes some broadening of the diffracted beam 
and can result in a small shift in peak position toward smaller angles, 
particularly at 28 angles less than about 60°. These effects can be reduced 
by decreasing the horizontal divergence (the spread or width) of the 
inddent beam, but this, in tum, leads to a decrease in intensity. 

3.2.3. The Optics 
On the x -ray source side, a line source of x-rays passes through a series 

of slits called Soller slits. These slits consist of a series of closely spaced 
parallel metal plates that define and collimate (i.e., make it parallel) the 
inddent beam. Soller slits are typically about 30 mm long and 0.05 mm 
thick, and the distance between the plates is about 0.5 mm. The slits are 
usually made of a metal with a high atomic number, such as molybdenum 
or tantalum (because of their high absorption capadty). The arrangement 
of slits in an x-ray diffractometer is illustrated in Fig. 43. The divergence 
slit on the inddent beam side defines the divergence (or width) of the 
inddent beam. 

After the beam has been diffracted by the spedmen, it passes through 
another set of slits, as shown in Fig. 43. The antiscatter slit reduces the 
background radiation, improving the peak-to-background ratio, by mak­
ing sure that the detector can receive x-rays only from the spedmen area. 
The beam converges on passing the receiving slit, which defines the width 
of the beam admitted to the detector. An increase in slit width increases 
the maximum intensity of the reflections in the diffraction pattern but 



3 • Practical Aspects of X-Ray Diffraction 

x-ray source 

FIG. 43. Arrangement of slits in a diffractometer. 

generally results in some loss of resolution. However, the integrated 
intensity, I, of a reflection is independent of slit width. The integrated 
intensity is the peak area as shown in Fig. 44. A change in slit width does 
not change the ratio of integrated intensities of two peaks, 11112, but it most 
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Diffraction angle 29 

FIG. 44. Typical peak in an x-ray diffraction pattern. 
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likely will change the ratio of the maximum intensities M, / M2• That is why 
we always use the integrated intensity. Furthermore, because it is difficult 
to measure absolute intensities, we always take the relative integrated 
intensities of the reflections. This is what we use in all the experimental 
modules in Part II. 

Another set of Soller slits is placed after the receiving slit on the 
diffracted beam side, before the monochromator. We now describe the 
function of the monochromator. 

To achieve monochromatic radiation, we must remove unwanted 
radiation, say the K~ radiation. In early x-ray diffractometers this was 
achieved with a filter that strongly absorbed the K~ radiation. In most 
modern diffractometers a monochromating graphite crystal is used. The 
graphite monochromator is usually placed in the diffracted beam, i.e., 
after the spedmen (Fig. 45) because it suppresses the background radia­
tion (such as fluorescent radiation) originating from the spedmen. The 
monochromator is oriented in such a way that it diffracts only the Ku 
radiation. The beam still consists of the wavelengths Ku, and Ku2 • 

Although it is possible to further isolate the Ku, component from the KU2 

component by using a high-quality monochromator placed in the path of 
the inddent beam (i.e., before the spedmen), in most cases this is not 
done because there may be a loss in beam intensity. Further, it is often 
very useful to have both components in the x-ray diffraction pattern, as 
you will see in Experimental Module 3 when we demonstrate how to 
obtain precise measurements of the lattice parameter. If a monochromator 

anti-scatter 
slit 

speCimen 

curved graphite 
monochromator 

detector 

FIG. 45. Schematic of a diffractometer with a monochromating crystal in the diffracted beam. 
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is used, the set of Soller slits on the diffracted beam side, situated just 
before the monochromator, is not essential because the monochromating 
crystal reduces the divergence of the beam. 

There has been, and continues to be, considerable research and 
development activities in x-ray optics. These activities are directed pri­
marily toward collimating or focusing x-rays. For x-ray diffraction we 
require a well-collimated beam of x-rays. The approach discussed so far 
to achieve this uses a slit to eliminate x-rays not traveling in the preferred 
direction. The limitation of this approach is that it rejects most of the 
output from the x-ray source and results in a relatively low flux of x-rays 
delivered to the spedmen. One method, first proposed in 1986, to capture 
a large amount of x-rays from the source and deliver a significant 
proportion of them to the spedmen is the use of a spedal type of optical 
fiber called a polycapillary optical fiber. Each optical fiber consists of 
hundreds or even thousands of tiny hollow glass capillaries. The outer 
diameter of the fibers varies from 300 to 600 f.l.m, and each capillary has 
an inner diameter between 3 and 50 f.l.m. The hollow glass capillaries act 
as waveguides, and the x-rays undergo total reflection at the capillary 
surface, as shown in Fig. 46. In a capillary of length 100 mm, the photon 
may undergo as many as 100 reflections. After several years of research 
and development, these polycapillary optical fibers are now commerdally 
available. 

Another method developed for collimating and focusing x-rays uses a 
mirror consisting of a series of layers (called a multilayer) (Fig. 47). 
Typically the mirror has 50 layers each of tungsten and silicon. For 

hollow glass capillary 

FIG. 46. X-ray beam undergoing multiple total reflections in a hollow glass capillary. 
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FIG. 47. Schematic of multilayer mirror. 

collimating x-rays the mirror is parabolic, and for focusing x-rays the 
mirror is elliptical. The thickness of the layers is not uniform across the 
substrate, and this is the key to why these mirrors work. The incident 
angle of a divergent beam of x-rays onto a parabolic or elliptical surface 
changes from point to point along the length of the mirror. If the 
multilayer coating was uniform across the substrate surface, it would not 
reflect the same wavelength of radiation across its surface. Careful grading 
of the spacing of the layers makes it possible to collect a large solid angle 
from an x-ray source. A further advantage of these multilayer mirrors is 
that they render the beam monochromatic. Parallel beam x-ray diffraction 
using a parabolic mirror on the incident beam side has particular applica­
tion in the analysis of irregularly shaped specimens, transparent materials, 
and high-resolution x-ray diffraction. 

3.2.4. The Detector 

Three main types of x-ray detector are used on x-ray diffractometers: 

1. Proportional 
2. Scintillation 
3. Solid-state 

To determine which type of detector is used on your apparatus, consult 
the equipment manual or ask the technician. In many new instruments, 
particularly those dedicated to powder work, a proportional detector is 
probably used. Scintillation detectors, although common on early instru­
ments and still available, are not widely installed on new diffractometers. 
The solid-state detector offers many advantages, as we will see, but its 
high cost is often a factor against its use. Although you don't need to 
know how the detector works in order to use it, a basic understanding 
will help you realize why certain experimental procedures are 
adopted. 
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Proportional Detector 

The gas proportional detector (Fig. 48) is the most commonly used. It 
consists of a tube filled with a noble gas (e.g., xenon) and has a thin 
positively charged tungsten wire running down the center. When an 
x-ray photon enters the tube through a thin window, it is absorbed by an 
atom of the gas and causes a photoelectron to be ejected. A photoelectron 
is simply an electron produced by ionization of an atom by a photon. The 
ionization energy of the noble gases is about 30 eV; one copper x-ray 
photon (8.04 keY) gives rise to about 270 electron-ion pairs. The photo­
electron loses its energy by ionizing other gas atoms. The released elec­
trons are attracted to the positively charged tungsten wire, giving rise to 
a charge pulse. For each x-ray photon entering the detector a few hundred 
electrons are created. This produces only a small amount of charge, which 
needs further amplification. However, if the positive potential on the 
tungsten wire is large enough (about I kV), then the electrons produced 
as a result of the initial x-ray photon are accelerated. When they collide 
with other gas atoms, they produce further ionization (known as secon­
dary ionization or "avalanche" production), which results in a large 
increase in the number of electrons and, hence, an increase in the charge 
by several orders of magnitude. The collected charge (the size of the pulse) 
is proportional to the energy of the inddent photon, and hence the term 
"proportional detector. H The proportionality is important because it allows 
us to distinguish between x-ray photons with different energies (wave­
lengths). 

thin window 

x-ray 
photon --•• 

I e' 
Xe+ 

FIG. 48. Gas proportional detector. 
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Fluorescence 

Fluorescence is the emission of electromagnetic radiation, normally visible light, 
from a material when it goes from an exdted state, in which it has absorbed energy, 
to a lower energy state. In fluorescence, this transition occurs very rapidly (within 
10 ns). Figure 50 shows an energy-band diagram for a material with a band gap (an 
energy gap Eg) between the valence and conduction bands. Absorption of a photon 
with energy equal to the energy gap causes an electron in the valence band to be 
exdted into the conduction band. When the electron falls back into the valence 
band, a photon with energy Eg is emitted. If Eg is in the visible part of the 
electromagnetic spectrum, visible light is emitted. In the NaI:TI+ crystal described in 
this section, the x-rays exdte some of the electrons from the valence band to the 
conduction band in NaI. The alkali halides have large band gaps and so do not 
produce fluorescence; however, these exdted electrons transfer some of their energy 
to the electrons in the TI+ ion. When the TI+ ion returns to its ground state, light is 
emitted. The difference between the energy levels in the TI+ ion corresponds to light 
in the visible part of the electromagnetic spectrum. 

In a position-sensitive proportional detector, the tungsten wire is long, 
and the time required for the pulse to travel from the point of impact of 
the electrons with the wire to the end of the wire is used to determine 
the position of the x-ray. 

Scintillation Detector 

In a sdntillation detector (Fig. 49) the inddent x-rays cause a crystal 
(for example, sodium iodide doped with 1 % thallium) to fluoresce. For 
an NaI crystal doped with TI+ the fluorescence is in the violet part 
(A. '" 420 nm) of the electromagnetic spectrum. A flash of light (a sdntil­
lation) is produced in the crystal for every x-ray photon absorbed. The 
amount of light emitted is proportional to the x-ray intensity and can be 
measured by a photomultiplier. The size of the pulses is proportional to 
the energy of the x-ray photon absorbed. 

Although, the sdntillation detector is very effident over a range of 
x-ray wavelengths, its energy resolution is not as good as the proportional 
or solid -state detectors (Fig. 51). The energy resolution is determined by 
the peak widths: the narrower the peaks the better the energy resolution. 
As a result, it is more difficult to discriminate, using a sdntillation detector, 
between x-ray photons of different wavelengths (energies) on the basis 
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FIG. 49. Scintillation detector. 

of pulse size. Sdntillation detectors are rare on modern x-ray diffractome­
ters. 

Solid-State Detector 

Figure 52 is a schematic of a solid-state detector. The detector is a single 
crystal consisting of a sandwich of intrinsic (pure) silicon between a p- type 
layer (where holes are the majority charge carriers) and an n-type layer 
(where electrons are the majority charge carriers), forming a p-i-n 
(p-type-intrinsic-n-type) diode. Intrinsic silicon is essential for the detec-

conduction band 

(a) absorption 

electron excited into 
conduction band 

incoming x-ray 

)'ID" 

conducti on band 

(b) fluorescence 

FIG. 50. Illustration of fluorescence. 
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.- scintillation detector 

proportional detector 

solid state detector 

Energy 

FIG. 51. Pulse-height distribution curves for three kinds of detector. (Peak widths exaggerated.) 

tor because it has a high electrical resistivity, particularly at low tempera­
tures, since very few electrons have enough energy to cross the energy 
band gap. This characteristic is important because tht::! only electrons we 
want to cross the energy band gap are those exdted by an x-ray photon. 
As we discuss in more detail later, thermally exdted electrons just produce 
noise in the diffraction pattern. 

• electrons 

o holes 

FIG. 52. Solid-state detector. 
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Intrinsic silicon is very difficult to make commerdally and usually 
contains impurities (mostly boron) that make it act as a p-type semicon­
ductor (Le., there are excess holes). To compensate for these uninten­
tionally present impurities, we add lithium (we say that the Li is 
"drifted" in) either by thermal diffusion under an applied potential or 
by ion implantation. On one side of the silicon crystal the lithium 
concentration is high, and on the other side it is low. The lithium exists 
in the crystal as Li+, so, as indicated by the following reaction, free 
electrons are produced: 

One side of the crystal (where the concentration of Li+ is high) becomes 
n-type (because there are now excess free electrons). In the middle there 
is a region where the crystal is intrinsic because the free electrons 
produced by the reaction have recombined with the excess holes that 
were already there. The other side of the crystal is p-type because of the 
impurities present in the original crystal. The crystal is called a lithium­
drifted silicon crystal and denoted Si(Li). Very thin films of gold are 
deposited onto the front and back faces of the crystal for the electrical 
contacts. 

When x-rays interact with the silicon crystal they exdte electrons from 
the valence band into the conduction band, creating an electron-hole pair 
(the band gap in silicon is 1.1 eV). When a reverse-bias potential is applied 
to the crystal (Le., a negative charge is applied to the p-type region and a 
positive charge to the n-type region), the electrons and holes are separated 
and a charge pulse of electrons can be measured. The number of electrons 
or holes created is directly proportional to the energy of the incoming 
x-ray. Creation of an electron-hole pair in silicon at 77 K, the operating 
temperature of the detector, requires an average energy of 3.8 eY. It is 
important to realize that this energy is not the energy of the band gap. 
Silicon has an indirect band gap (a topic beyond the scope of this book), 
and transitions from the valence band to the conduction band involve the 
partidpation of a phonon (a quantum unit of lattice vibrational energy). 
Direct transitions (without the help of a phonon) are not permiSSible 
below about 3.4 eY. 

The number of electron-hole pairs (n) created by absorption of one 
photon is 

energy of the photon n=--------------------------------- (29) 

energy required to create one electron-hole pair 
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The absorption of a eu Ka photon, with energy 8.04 keY, should 
therefore create 8040/3.8 = 2116 pairs. However, successive photons 
create slightly different numbers of electron-hole pairs. For example, the 
first photon may produce 2110 electron-hole pairs, the second 2121 
pairs, the third 2126 pairs, and so on. This difference leads to a variation 
in the size of the output pulse and is the reason for the peak width in 
Fig. 51. Even so, solid-state detectors produce much narrower peaks 
(have better energy resolution) than either proportional detectors or 
scintillation detectors (Fig. 51) . 

The Si(Li) solid-state detector must be kept at liquid nitrogen tempera­
ture (77 K or -196°C) at all times (even when not in use). We have to 
cool the detector for two reasons: (1) minimize thermal excitation of 
electrons; at room temperature, thermal energy is sufficient to produce 
numerous electron-hole pairs, giving a noise level that would swamp the 
x -ray signals we want to detect; (2) minimize thermal diffusion oflithium, 
which would upset the distribution obtained during detector fabrication. 

Many solid-state detectors are cooled with a Dewar filled with liquid 
nitrogen connected to the Si(Li) detector via a cold finger. In newer 
solid-state detectors, however, cooling is achieved by Peltier thermoelec­
tric cooling. Such detectors are small and lightweight, and there is no need 
for the bulky liquid nitrogen Dewar. 

The solid-state detector is extremely efficient, almost 100% over a 
large range of energies, where efficiency is defined as the ratio of the 
number of pulses produced to the number of photons striking the 
detector. 

latent heat given to 
electron, junction cools 

• electron 

FIG. 53. Peltier effect. 
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Peltier Effect 

When a current flows through a junction of dissimilar conductors, heat can be 
absorbed or liberated, depending on the current polarity. This phenomenon is 
known as the Peltier effect. Semiconductors are particularly suitable for making 
devices that utilize the Peltier effect because of their high effidendes. For semicon­
ductor devices the junction can be a p-n junction (i.e., a junction formed between 
a p-type semiconductor and an n-type semiconductor) or a metal-semiconductor 
junction. If electron transfer across the junction results in the electron's absorbing 
energy, then a cooling effect is observed (Fig. 53). This effect is required for 
refrigeration applications. 

Silicon is not the only semiconductor used for a solid-state x-ray 
detector. Germanium single-crystal detectors are widely used for y-rays 
and high-energy (>20 keY) x-rays because Ge is heavier than Si and 
therefore is a better absorber of the more energetic radiation. It is easier 
to produce high-purity single crystals of Ge than it is silicon, so Li drifting 
is not required. Another advantage of Ge detectors is that they have better 
energy resolution and a higher signal-to-noise ratio than Si detectors, 
because the energy to create an electron-hole pair is only about 2.9 eV 
compared with about 3.8 eV in silicon. The resolution R is inversely 
proportional to Vn: 

Roc_1 (30) 

Vn 
where n is the number of electron-hole pairs. Using Eq. (29), we obtain 
for the absorption of a eu Ka photon by a Ge crystal 8040/2.9 = 2772 
electron-hole pairs (remember for Si we were getting about 2116 elec­
tron-hole pairs per incoming x-ray photon). Typical best values of 
resolution for a solid-state detector are 145 eV for a high-purity Ge 
detector and 165 eV for a Si(Li) detector. Since the resolution is the 
smallest measurable difference in a quantity, in this case energy (the 
resolution, or resolving power, of an electron microscope is much smaller 
than that of a visible light microscope-one reason why electron micro­
scopes are essential in the study of materials), the smaller the resolution 
the better the detector. 

Of course, there are some disadvantages with using Ge detectors. 
Silicon solid-state detectors are slightly more effident than Ge detectors 
from 1 to 20 keY. The useful x-ray energies for x-ray diffraction studies 
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Escape Peaks 

Not all the x-ray energy inddent upon the detector is transformed to electron-hole 
pairs. Some of the energy may produce fluorescent radiation that escapes from the 
intrinsic region of the detector, carrying with it energy that would normally be 
absorbed. An escape peak is then formed. More escape peaks occur in Ge because 
we can produce both the Ge Ka. (9.89 keY) and La. (1.19 keY) characteristic x-rays 
in the detector. X-ray photons having an energy a little higher than the critical 
ionization energy of the detector material are the most effident at produdng 
fluorescence. For example, the most effident x-ray to fluoresce Si Ka. x-rays is the 
P Ka.. When the x-ray energy is much larger than the critical ionization energy, 
x-rays are not absorbed by the detector. 

fall within this energy range (for example, eu Ka. x-rays have an energy 
of 8.04 keY). Si(Li) solid-state detectors are easier to manufacture and are 
more reliable than Ge detectors. Also, there are more interferences from 
escape peaks. Germanium solid-state detectors are not used on conven­
tional x-ray diffractometers. 

The next generation of solid-state detectors may well use p-i-n diodes 
based on compound semiconductors (a semiconductor consisting of two 
or more elements). These devices can be made very thin, and it is possible 
to control the energy of the band gap. If the semiconductor has a large 
band gap (i.e., the top of the valence band and the bottom of the 
conduction band are separated by a large amount of energy), then thermal 
exdtation of electrons becomes less probable and only an inddent x-ray 
has enough energy to produce a significant number of electron-hole pairs. 
Use of these so-called wide-band-gap semiconductors makes it possible to 
eliminate cooling the detector. The best energy resolution for a detector 
using a wide-band-gap semiconductor is approaching that of the elemen­
tal solid-state detectors. 

3.3. EXAMINATION OF A STANDARD X-RAY DIFFRACTION 
PATTERN 

An example of a typical x-ray diffraction pattern is shown in Fig. 54a. 
The pattern is actually from aluminum, but the general features of the 
pattern are independent of the spedmen. The pattern consists of a series 
of peaks. The peak intensity is plotted on the ordinate (yaxis) and the 
measured diffraction angle, 29, along the absdssa (x axis). As in Sec. 2.7, 
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FIG. 54. (a) X-ray diffraction pattern of aluminum. 

the peaks are also called reflections. (When recorded in a camera, they 
were always called lines.) Each peak, or reflection, in the diffraction 
pattern corresponds to x-rays diffracted from a specific set of planes in the 
specimen, and these peaks are of different heights (intensities). The 
intensity is proportional to the number of x-ray photons of a particular 
energy that have been counted by the detector for each angle 29. The 
intensity is usually expressed in arbitrary units because it is difficult to 
measure the absolute intensity. Fortunately, we are generally not inter­
ested in the absolute intensity of the peak but rather the relative intensities 
of the peaks and the relative differences in their integrated intensity (the 
area under the peak). The intensities of the reflections depend on several 
factors, including structure factor (Sec. 2.8), incident intensity, slit width, 
and values of current and voltage used in the x-ray source. 

The as-recorded x-ray diffraction patterns generally have a back­
ground. The background is usually subtracted and the peaks smoothened. 
We have done this in Fig. 54a. Further, since the most intense peak may 
have a much higher intensity than the other peaks in the diffraction 
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FIG. 54. (b) X-ray diffraction pattern of aluminum where the relative peak intensities have been 
increased by cutting off the peak height of the most intense peak. 

pattern, the intensity scale is often adjusted so as to have a reasonable 
intensity for all peaks, We have done this in Fig, 54b, The III reflection 
(the first one) is off-scale but the other reflections are now more clearly 
visible, Hence, you should use these patterns not to evaluate the intensi­
ties but to locate peak positions, However, if the intensities of the reflec­
tions are required, as in Experimental Modules 7 and 8, the x-ray 
diffraction patterns are presented without changing the intensity scale, 
The background is, however, subtracted, 

The positions of the peaks in an x-ray diffraction pattern depend on 
the crystal structure (more specifically, the shape and size of the unit cell) 
of the material (we are ignoring the effects of texturing and assuming that 
we have an ideal polycrystalline specimen consisting of randomly ori­
ented equiaxed grains), and this is what enables us to determine the 
structure and lattice parameter of the material. (The positions of the peaks 
also depend on the wavelength of the x-rays used, In Exercise 2 at the 
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end of Experimental Module 1 we ask you to show how A. affects the 
positions of the peaks in the x-ray diffraction pattern of copper.) 

As the symmetry of the crystal structure decreases, there is an increase 
in the number of peaks. For example, diffraction patterns from materials 
with cubic structures have few peaks. On the other hand, materials with 
hexagonal (and other less symmetric) structures show many more peaks 
in their diffraction patterns. (Compare your results from Experimental 
Modules 1 and 2 to confirm this observation.) 

Diffraction patterns from cubic materials can usually be distinguished 
at a glance from those of noncubic (less symmetric) materials. Figure 55 
shows the calculated diffraction patterns (for a = 0.4 nm and Cu Ka.1 

radiation) of the four cubic crystal structures (simple cubic, bcc, fcc, and 
diamond cubic). You can see from Fig. 55 that in simple cubic and bee 
structures, the peaks are approximately equally spaced. In the diffraction 
pattern from the fcc structure, the peaks appear alternatively as a pair and 
a single peak. In the diamond cubic structure, the peaks are alternatively 
more widely and less widely spaced. The reason for these differences in 
the diffraction patterns is a result of reflections forbidden by the structure 
factor (see Sec. 2.8). In Experimental Module 1 you will use the structure 
factor to index x-ray diffraction patterns from a variety of materials with 
cubic crystal structures. You also need to be aware of which reflections 
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are allowed and which are forbidden when you work through some of 
the other experimental modules. 

The intensities of the reflections in a single-phase material provide us 
with information about the atom positions in the crystal. If you refer to 
Sec. 2.8 you will see why. In this book we do not go into the exact 
determination of atom positions from peak intensities. It is beyond what 
would normally be covered in an undergraduate materials science course, 
but you will use the relative intensities of the peaks to determine the 
extent of ordering in the Cu3Au alloy in Experimental Module 4 or to 
estimate the relative proportion of phases in Experimental Module 7. 

The width of an individual peak, often defined as the full width at half 
the maximum height (see Fig. 44 for the definition of FWHM), can be 
used to determine crystallite size and the presence of lattice distortions 
(strain) in the crystal. You will use peak broadening in Experimental 
Module 6. (This is somewhat similar to the fine structure in the electron 
diffraction patterns obtained in a transmission electron microscope.) 

For low values of 28 each reflection appears as a single sharp peak. For 
larger values of 28 (above 80° for the aluminum patterns in Fig. 54) each 
reflection consists of a pair of peaks, which correspond to diffraction of 
the Kal and K<X2 wavelengths. Recall from Bragg's law (A = 2d sin 8) that 
a peak is produced at a Bragg angle 8 and for a specific value of d. Even if 
d is the same, we have one 8 value for K<Xl and another for K<x2. Also note 
that the separation between the a l and ~ components at any angle is 
larger when we expand the 28 scale and, therefore, we may see <Xl and 
<X2 separated even at lower values (28 less than 80°). It is useful to 
remember that a peak always contains the <Xl and a 2 components. Whether 
we see it resolved or not depends on the 28 values, the scale on the x axis, 
and the resolution of the diffractometer. At low values of 28 the separation 
of the peaks is quite small, but increases at larger 28 values. The separation 
of the Cu K<Xl and K<X2 peaks increases from 0.05° at 20° (28) to 1.08° at 
150° (28). As you will see in Experimental Module 3, the additional peaks 
(due to a l and <X2 resolution) in the x-ray diffraction pattern can be 
extremely useful. 

One parameter that you may very well wish to vary is the length of 
time it takes to obtain the diffraction pattern. It depends on two factors: 

1. The range of 28 values you want to incorporate into the pattern 
2. The length of time you want to spend collecting data at each 28 

value 

In most of the experimental modules we give you the suitable range of 
28 values, but for an unknown specimen you may need to cover the full 
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range of angles in order to avoid missing any of the important reflections. 
The longer you spend collecting data at each angle the better your 
counting statistics will be-you will have a higher signal-to-noise ratio 
and better resolution. On the other hand, the amount of time (and 
money) you have available will provide a practical limit to the length of 
each scan. The time to record each x-ray diffraction pattern in Part II was 
between 15 and 60 min. 

On modern instruments peak searches are performed on a computer. 
The computer computes the 28 angles, the FWHM, and integrated inten­
sities for each peak. In addition, the peak shape can be defined, and 
overlapping peaks de convoluted. Most commercial software allows the 
user to compare standard patterns (from the JCPDS-ICDD data base; see 
Sec. 3.4) with experimentally observed patterns, allowing rapid matching 
of patterns and material identification. Certain software packages also 
allow you to 

• Determine lattice strain 
• Calculate crystallite size 
• Refine calculation of lattice parameter(s) (Rietveld method) 
• Calculate diffraction patterns, and other operations 

There are continuous advances in the software accompanying x-ray 
diffractometers, and all these advances help to make life easier. 

It is essential that the diffractometer be aligned and calibrated properly. 
Failure to do so degrades instrument performance, leading to a loss of 
intensity and resolution, increased background, incorrect profile shapes, 
and various errors that cannot be readily diagnosed. Procedures and 
devices for this purpose are often provided by the manufacturer. As a new 
user of an x-ray diffractometer it is unlikely that you will be required to 
perform any of the alignment and calibration procedures, but it is impor­
tant that someone has already done so. 

3.4. SOURCES OF INFORMATION 

One of the most useful sources of information for crystal structure data 
is the Powder Diffraction File (PDF). The PDF is a collection of single-phase 
x-ray powder diffraction patterns in the form of tables of interplanar 
spacings (d) and corresponding relative intensities. The files also contain 
other information, such as some physical and crystallographic properties 
of the material. The origin of the PDF goes back to 1936 when Hanawalt 
and others started collecting about 1000 standard x-ray diffraction pat­
terns as a repository. Since the number of standard patterns started 
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growing, this effort was taken over in 1941 by several sodeties, including 
the American Sodety for Testing and Materials (ASTM). In 1969 the 
organization was constituted as a Pennsylvania nonprofit corporation 
under the title of The Joint Committee on Powder Diffraction Standards 
(JCPDS). In 1978, the organization was renamed the International Centre 
for Diffraction Data (ICDD). The acronym JCPDS is still widely used to 
refer to both the organization and the patterns. In 1976 the PDF comprised 
about 26,000 diffraction patterns; there are now about 80,000 patterns. 
The data base is continually growing as new materials are synthesized and 
their crystal structures determined. The substances included in the PDF 
are elements, alloys, inorganic compounds, minerals, organic com­
pounds, and organometallic compounds. The PDF is also continually 
updated, and incorrect patterns are deleted and replaced. 

In the early days the full details of each pattern [d spadngs, relative 
intensities, Miller indices of planes, optical information, density, num­
ber of atoms (molecules) in the unit cell, etc.] were printed in the form 
of 3" x 5" file cards. Later, these cards were printed (three per page) in 
books (the PDF now consists of 47 sets of cards), and now all the data are 
available on CD-ROM. In either form these tabulations are invaluable to 
anyone doing materials characterization using x-ray diffraction (and, by 
the way, when you do electron diffraction in the transmission electron 
microscope). Most modem x-ray diffractometers have these files on 
computer, so they can be easily accessed and printed. People still use the 
term "cards" to indicate the standard x-ray diffraction pattern, so we use 
this term in the experimental modules. 

The contact information for the International Centre for Diffraction 
Data is 

International Centre for Diffraction Data 
Newtown Square Corporate Campus 
12 Campus Boulevard 
Newtown Square, Pennsylvania 19073-3273 
Phone 610-325-9810; Fax 610-325-9823, 
Internet INFORMATION@ICDD.COM 

Figure 56 shows a typical data "card" obtained from a computer 
version of the PDF. Most of the information for these cards was generated 
with a powder camera and Cu Ka. radiation in earlier years, but a 
diffractometer is now used. However, with modem computer fadlities 
you can convert or transform the data to other radiations quite easily. In 
Table 9 we explain the features of the card (refer to the Fig. 57 for the 
meanings of the numbers in column 1). 
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TABLE 9. Details of the Data Available on the JCPDS-ICDD Files 

Number Feature 

File number. Each card in the PDF has its own unique number. The first number refers 
to the series. The last four digits (after the dash) represent the actual card number. 

2 The wavelength of the radiation used to obtain the diffraction pattern. 
3 The quality of the data. In the computer-generated files the quality is given as high. 

indexed. not indexed. and questionable. In the cards the following symbols are used: * 
(high quality). i (peaks indexed. intensities fairly reliable). c (calculated pattern). and 0 

(low reliability). 
4 The name of the material and its chemical formula. ·Syn.· means the material was not 

obtained from a natural source but was synthesized. 
5 The diffraction pattern information. The data given are the interplanar spacing. d (in A) 

(the computer can readily convert the d values to the diffraction angle 29). I. or /111, the 
relative intensity of the reflections expressed as percentages of the strongest peak in the 
pattern. and hId are their Miller indices. 

6 The lattice and space group (S.G.) of the material. 
7 Lattice parameters (a. h. c). Note that the lattice parameters are given in A (1 A = 0.1 nm 

= lO-lo m ). 

8 Lattice parameters (ex. fl. y) and number of molecules (atoms in the case of pure metals) 
per unit cell. 

9 Molecular weight. volume. and experimental (D,J and measured (DnJ density in g/cml . 

I/leor is the ratio of the peak height of the strongest reflection of the specimen to the 
strongest reflection of corundum (a-AI20 l ). 

10 How the sample was prepared/obtained. Optical and other properties of the material are 
also included here. although this information may not be complete for each material in 
the PDF. 

11 The reference to the original source of the diffraction pattern information. CAS is the 
Chemical Abstract Series number. 

12 The type of radiation used and its wavelength. The SSIFOM number is the Smith 
Schneider figure of merit. It gives the total number of reflections in the pattern and 
provides a measure of data reliability. 

13 Other experimental information. including the type of instrument used. 

These cards can be retrieved with the help of a computer when you 
know the card number or the name of the material or the chemical 
constituents. In the experimental modules you can use the PDF in two 
ways. First, you can use it to check your indexing. If the diffraction pattern 
you obtained is from a known material (e.g., silicon), then, after you have 
indexed the reflections and calculated the lattice parameter, you can check 
your results against the relevant card number (e.g., for silicon the card 
number is 27-1402). The card numbers for the materials referred to in the 
experimental modules are listed in Appendix 9. 

In Experimental Module 8 we show you how to use the PDF to identify 
an unknown material. This method is known as the Hanawalt method 
and uses the PDF Search Manual (another invaluable resource from 
ICDD). In the Search Manual the positions of eight peaks (in terms of 
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FIG. 57. Schematic of a JCPDS-ICDD card. 

their d values) from the diffraction pattern are listed in order of decreasing 
intensity. The subscript under each d spacing represents the intensity of 
the peak rounded off to the nearest 10. For example, 5 represents 50% 
and 3 represents 30%. The highest intensity, namely 100%, should be 
represented by 10 but in the listing it is represented by x. The d value of 
the strongest peak determines the group (there are 40 groups) into which 
the material is placed; the d value of the next strongest peak spedfies the 
subgroup, i.e., the location of the material within the group. The next 
strongest six peak positions can be used to confirm the identification. The 
groups are divided into ranges of d (in A), as shown in Table 10. 

To identify an unknown spedmen, start by matching the strongest 
peak, then the next strongest, and so on. If you can match the eight peak 
positions and intensities in the PDF with the eight strongest peaks and 
intensities in your experimentally determined diffraction pattern, that is 
usually more than suffident to identify the unknown spedmen. The 
details of how to do this are presented in Experimental Module 8. The 
International Centre for Diffraction Data also publishes an Alphabetical 
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TABLE 10. Groups of d Spacings (in A) in the PDF Search Manual (Hanawalt Method) 

999.99-8.00 (...{l.20) 3.31-3.25 (±0.02) 2.64-2.58 (±O.Ol) 
7.99-7.00 (±0.10) 3.24-3.20 (±a.Ol) 2.57-2.51 (±O.Ol) 
6.99-6.00 (±0.10) 3.19-3.15 (±0.01) 2.50-2.44 (±O.Ol) 
5.99-5.50 (±0.05) 3.14-3.10 (±O.Ol) 2.43-2.37 (±O.Ol) 
5.49-5.00 (±0.05) 3.09-3.05 (±O.Ol) 2.36-2.30 (±O.Ol) 
4.99-4.60 (±0.04) 3.04-3.00 (±O.Ol) 2.29-2.23 (±O.Ol) 
4.59-4.30 (±0.03) 2.99-2.95 (±a.01) 2.22-2.16 (±O.Ol) 
4.29-4.10 (±0.03) 2.94-2.90 (±a.Ol) 2.15-2.09 (±O.Ol) 
4.09-3.90 (±0.02) 2.89-2.85 (±a.Ol) 2.08-2.02 (±O.Ol) 
3.89-3.75 (±0.02) 2.84-2.80 (±O.OI) 2.01-1.86 (±0.01) 
3.74-3.60 (±0.02) 2.79-2.75 (±O.OI) 1.85-1.68 (±0.01) 
3.59-3.50 (±0.02) 2.74-2.70 (±0.01) 1.67-1.38 (±0.01) 
3.49-3.40 (±0.02) 2.69-2.65 (±0.01) 1.37-1.00 (±0.01) 
3.39-3.32 (±0.02) 

Index that lists all the compounds in alphabetical order. The index can be 
used when you know what the material is but do not know the positions 
of the major reflections. 

Other useful sources of information about crystal structure data are 

1. P. Villars and 1. D. Calvert, Pearson's Handbook of Crystallographic Data 
for Intermetallic Phases (in four volumes), ASM International, Mate­
rials Park, OH (1991); includes information on pure metals, semi­
conductors, and ceramic compounds, in addition to intermetallic 
phases. 

2. W. B. Pearson, A Handbook of Lattice Spacings and Structures of Metals 
andAlloys, Vol. 1 (1958) and Vol. 2 (1967), Pergamon Press, Oxford, 
UK; lists lattice spadngs of alloys and compounds as a function of 
solute content. 

3.5. X-RAY SAFETY 

It is important to be aware of the potential hazards assodated with the 
use of x-ray diffraction apparatus. With modern x-ray equipment these 
hazards have been reduced to a minimum, and with responsible use of 
the equipment you should not be in any danger. However, x-rays are 
extremely dangerous and must be treated with caution and respect. 

X-rays are damaging because they penetrate the human body and 
break up molecules of DNA in our cells. Sometimes the DNA molecules 
repair themselves and there is no lasting effect of the radiation. Sometimes 
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the molecules are not repaired and the cells die. If this process occurs on 
the surface of the skin, then the skin will be sloughed, much like a bad 
case of sunburn. However, if after the DNA molecules have been broken 
they rejoin in the wrong way, then a mutant cell is produced and this can 
lead to cancer. 

Most students who use x-ray diffraction and other x-ray instruments 
experience no significantly greater exposure to radiation than a normal 
member of the public. In the United States the average exposure to 
radiation is about 360 mrem/year. The largest contribution to this dose is 
indoor radon inhalation, which averages about 200 mrem/year in the 
United States. Although we cannot avoid exposure to radiation, we want 
to keep our exposure as low as reasonably achievable (aZara). 

How can you keep your exposure aZara? Three factors limit your total 
exposure: 

1. Distance 
2. Time 
3. Shielding 

The further you are from the source of radiation, the less time you spend 
in the vicinity of a radiation source, and the greater the amount of 
shielding between you and the x-ray source the less your exposure will 
be. Because x-rays are so energetic, they are very penetrating; hence, the 
most effective shielding material has a high mass absorption coeffident, 
i.e., a large atomic number (Z). The most common shielding material is 
lead (Z = 82). However, although the intensity of radiation can be 
reduced ("attenuated" is the term used by x-ray safety people) by 
shielding, it cannot be completely eliminated. 

Most x-ray diffractometers have a safety screen (or door) that encloses 
the instrument. The screen is opened before loading your spedmen. While 
the screen is open, the x-ray source cannot be operated. Never tamper 
with this safety mechanism. After your spedmen is loaded into the 
diffractometer, the screen is closed and the x-ray source can be energized. 
When you want to change spedmens, tum off the x-ray source and lift 

Units of Radiation Dose 

The rem is a unit of radiation dose, known as the biological equivalent dose, and is 
the amount of energy absorbed by the body multiplied by a factor related to how 
effectively the radiation is absorbed by the body. The rem has been superseded by 
the SI unit the sievert (Sv): 1 Sv = 100 rem. 
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the screen. There are no residual x-rays in the chamber after the source 
has been turned off. X-rays are electromagnetic radiation like visible 
light-as soon as you turn off the light the room is dark! 

Brief, occasional exposures to low levels of x-rays are not cumulative. 
Most users of x-ray diffraction instruments do not show any significant 
exposure effects or higher levels of radiation dose than does the general 
public. If you have any doubts about the level of radiation in your 
laboratory, then a simple blood test can determine the amount of your 
exposure. Frequent users of the x-ray equipment may wear film badges 
that can also be used to determine the level of exposure. 

You will probably see warning signs posted near the x-ray diffractome­
ter and on the door of the laboratory. Also, notices will be posted 
describing various emergency procedures and regulations. It is worth 
reading these notices the first time you use the diffractometer. There will 
probably be a log book near the instrument filled in by the various users. 
It is important that you complete this log after your session on the 
instrument and if you have any problems be sure to point these out to 
the laboratory technidan or the radiation safety officer at your institution. 
If you use x-ray diffraction a lot, particularly for graduate work, you will 
probably be required to take a seminar on radiation safety. 

3.6. INTRODUCTION TO THE EXPERIMENTAL MODULES 

Part II consists of eight experimental modules that represent the types 
of studies ideally performed with an x-ray diffractometer. The emphasis 
here is on polycrystalline materials (mainly powders) and not single 
crystals. X-ray diffraction can be used to obtain structural information 
about single crystals, but this requires a slightly different experimental 
setup that is not available in many undergraduate laboratories. Powder 
x-ray diffraction is used in a wide variety of disdplines, and thousands of 
papers have been published on the structures of all classes of materials: 
metals, ceramics, semiconductors, and polymers. Studies well suited to 
powder x-ray diffraction include 

• Identification of crystalline phases 
• Qualitative and quantitative analysis of mixtures and minor con-

stituents 
• Distinction between crystalline and amorphous states 
• Following solid-state reactions 
• Identification of solid solutions 
• Identification of polymorphism 
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• Phase diagram determination 
• Lattice parameter measurements 
• Detection of preferred orientation 
• Microstructural characterization 
• In situ temperature and pressure studies 

The experimental modules are self-contained experiments that show 
you how to obtain spedfic information from an x-ray diffraction pattern. 
The topics covered by the modules are as follows: 

Module 1 Crystal Structure Determination. I: Cubic Structures 
Module 2 Crystal Structure Determination. II: Hexagonal Structures 
Module 3 Predse Lattice Parameter Measurements 
Module 4 Phase Diagram Determination 
Module 5 Detection of Long-Range Ordering 
Module 6 Determination of Crystallite Size and Lattice Strain 
Module 7 Quantitative Analysis of Powder Mixtures 
Module 8 Identification of an Unknown Spedmen 

These modules describe the major applications of x-ray diffraction in 
materials sdence. By completing all the modules, you will be fully 
conversant with the full potential of x-ray diffraction of polycrystalline 
materials. For example, you will be able to index diffraction patterns from 
materials with cubic and hexagonal structures. Diffraction patterns from 
materials with other crystal structures can also be indexed by using the 
appropriate plane spadng equations (see Appendix 1). However, materi­
als with structures less symmetric than cubic produce complex patterns 
containing many reflections. You will also be able to determine the phase 
proportions in a multiphase mixture and the fine structure of the materials 
(e.g., state of ordering, crystallite size, strain). You will also be able to 
identify an unknown material by using x-ray diffraction techniques, 
starting from fundamental prindples. 

As mentioned, however, you will not be doing a complete structure 
determination, since methods of determining atom positions are not 
covered in these modules. Neither measurements of stress in the sped­
mens nor texturing will be covered; these topics are highly spedalized and 
require spedal adaptations or arrangements of the diffractometer. 

At the end of each module are exerdses to give you a chance to apply 
some of the knowledge you acquired by working through the module. 
All the information you need to answer the exerdses is given either in 
Part I or in the module itself. 



Part /I 

Experimental Modules 



EXPERIMENTAL MODULE 1 

Crystal Structure Determination. 
I: Cubic Structures 

OBJECTIVE OF THE EXPERIMENT 

To index the x-ray diffraction pattern, identify the Bravais lattice, and 
calculate the lattice parameters of some common materials with a cubic 
structure. 

MATERIALS REQUIRED 

Fine powders (-325 mesh, <45/lm in size) of chromium (Cr), copper 
(Cu), iron (Fe), nickel (Ni), silicon (Si), and titanium nitride (TiN). 

BACKGROUND AND THEORY 

A knowledge of crystal structure is a prerequisite to understand 
phenomena such as plastic deformation, alloy formation, and phase 
transformations. Recall that the size and shape of the unit cell determine 
the angular positions of the diffraction peaks, and the arrangement of the 
atoms within the unit cell determines the relative intensities of the peaks. 
Thus, it is possible to calculate the size and shape of the unit cell from the 
angular positions of the peaks and the atom positions in the unit cell 
(though not in any direct manner) from the intensities of the diffraction 
peaks. 

Complete determination of an unknown crystal structure consists of 
three steps: 
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1. Calculation of the size and shape of the unit cell from the angular 
positions of the diffraction peaks 

2. Computation of the number of atoms per unit cell from the size 
and shape of the unit cell, the chemical composition of the sped­
men, and its measured density 

3. Deduction of the atom positions within the unit cell from the 
relative intensities of the diffraction peaks 

In this experimental module, we only do step 1 (assuming that the 
shape is cubic). 

Indexing the Pattern 
"Indexing the pattern" involves assigning the correct Miller indices to 

each peak in the diffraction pattern. These peaks are also referred to a~ 
reflections, and as in Part I, we use both terms interchangeably. It is 
important to remember that correct indexing is done only when all the 
peaks in the diffraction pattern are accounted for and no peaks expected 
for the structure are missing from the diffraction pattern. 

A typical example of indexing diffraction patterns obtained from 
materials with a cubic structure is presented here. The procedure is the 
same for a metal, a semiconductor, or a ceramic. 

The interplanar spadng d, the distance between adjacent planes in the 
set (hkl) of a material with a cubic structure and lattice parameter a, may 
be obtained from the equation 

(l.l) 

d2 a2 

Combining Bragg's law (A. = 2d sin 8) with Eq. (1.1) yields 

1 h2 + 12 + f 4 sin2 e 
(1.2) 

Rearranging gives 

sin2 e = (:2) (h2 + 12 + f) (1.3) 

Realizing that 1..2 /4a2 is a constant for anyone pattern, we note that 
sin2 8 is proportional to h2 + ~ + P; i.e., as 8 increases, planes with higher 
Miller indices will diffract. Writing Eq. (1.3) for two different planes and 
dividing, we get 
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(1.4) 

-------
sirr 92 h~ + IS + l~ 

In the cubic system, the first reflection in the diffraction pattern is due 
to diffraction from planes with the Miller indices (100) for primitive 
cubic, (110) for body-centered cubic, and (Ill) for face-centered cubic 
lattices (planes with the highest planar density in each case), so 
h2 + J<2 + [2 = I, 2, or 3, respectively. Since the ratio of sin2 e values scales 
with the ratio of h2 + k2 + [2 values for different planes, and since h, k, 
and [ are always integers, the h2 + J<2 + [2 values can be obtained by 
dividing the sin2 e values of different reflections with the minimum one 
(Le., sin2 e of the first reflection) and multiplying the ratios thus obtained 
by an appropriate integer. Therefore, the sin2 e values calculated for all 
peaks in the diffraction pattern are divided by the smallest value (first 
reflection). These ratios, when multiplied by 2 or 3, yield integers (if they 
are not already integers). These subsequent integers represent the 
h2 + k2 + [2 values; therefore, the hk[ values can be easily identified from 
the quadratic forms listed in Appendix 2. You may also index the 
diffraction pattern using the ratio of 1/ d2 values instead of the sin2 e 
values. Since e is a directly measurable quantity we have chosen to use 
the sin2 e values. 

Identification of the Bravais Lattice 

The Bravais lattice can be identified by noting the systematic presence 
(or absence) of reflections in the diffraction pattern (refer to Sec. 2.8 in 
Part I for more details). Table 1.1 summarizes the selection rules (or 
extinction conditions as they are also known) for cubic lattices. According 
to these selection rules, the h2 + J<2 + [2 values for the different cubic 
lattices follow the sequence 

Primitive I, 2, 3,4, 5, 6, 8, 9, 10, 11, 12, 13, 14, 16, ... 
Body-centered 2,4, 6, 8, 10, 12, 14, 16, ... 
Face-centered 3,4, 8, II, 12, 16, 19,20, 24, 27, 32, ... 

TABLE 7.7. Selection Rules for the Presence or Absence of Reflections 

Bravais Lattice 

Primitive 
Body-centered 
Face-centered 

Reflections Present for Reflections Absent for 

all none 
h+k+leven h+k+lodd 
h. k. and I unmixed (all even or all odd) h. k. and I mixed 
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The diamond cubic structure (adopted by diamond and the elemental semiconduc­
tors silicon and germanium) can be considered as two interpenetrating face-cen­
tered cubic lattices (see Sec. 2.4.2 in Part I). Thus, in a diamond cubic structure only 
reflections with h, k, and I even or odd (unmixed) are possibly present. However, 
due to destructive interference from some of the atoms in certain planes, some 
additional reflections will be absent (even if h, k, and I are odd or even). (We went 
through the structure factor calculation for the diamond cubic structure in Sec. 2.8 
in Part 1.) Thus, the h2 + k2 + [2 sequence for the diamond cubic structure is 

3, 8, 11, 16, 19, 24, 27, 32, ... 

The Bravais lattice and the crystal structure can be thus unambiguously 
identified from the sequence of h2 + ~ + [2 values in the diffraction 
pattern. 

If the diffraction pattern contains only six peaks and if the ratio of the sin2 e values 
is 1, 2, 3, 4, 5, and 6 for these reflections, then the Bravais lattice may be either 
primitive cubic or body-centered cubic; it is not possible to unambiguously distin­
guish the two. But remember that the simple cubic structure is not very common 
and, therefore, in such a situation, you will probably be right if you had indexed 
the pattern as belonging to a material with the bcc structure. However, if the 
structure is actually simple cubic and the pattern is wrongly indexed as bcc, the first 
reflection will be indexed as 110 instead of 100, and consequently the lattice 
parameter of the unit cell will be ..f2 times larger than the actual value. This 
confusion can be avoided if the x-ray diffraction pattern has at least seven peaks. 
In that case, the seventh peak has Miller indices 321 (h 2 + ~ + [2 = 14 = 7 x 2) for 
the body-centered cubic lattice and 220 (h2 + ~ + P = 8) for the primitive cubic 
lattice. Note that 7 cannot be expressed as the sum of three squares, and therefore 
the seventh peak in the diffraction pattern from a primitive cubic lattice will be 
much more separated from the sixth peak than the earlier sets (as illustrated in Fig. 
55 in Part I). A large number of peaks in the diffraction pattern can be obtained if 
the pattern is recorded with a radiation with a short wavelength. For example, use 
Mo Ka instead of eu Ka. 
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Calculation of the Lattice Parameter 

The lattice parameter a can be calculated from 

sin2 8 = ( ~ ) (h2 + J(2 + p) (1.3) 

Rearranging gives 

(1.5) 

or 

(1.6) 

WORKED EXAMPLE 

Let's now do an example of indexing the x-ray diffraction pattern of 
a material with a cubic structure. The x-ray diffraction pattern of alumi­
num recorded with eu KCl radiation is presented in Fig. 1.1. Nine peaks 
exist in the diffraction pattern, and the 28 values for these peaks are listed 
in Table 1.2. (Even though the Cl! and ~ components are resolved for 
reflections with 28 > about 800 , we have listed only the 28 values 
corresponding to the Cl! component). The sin2 8 values have been calcu­
lated, and following the described procedure we have completely indexed 
the diffraction pattern and determined the lattice parameter of aluminum. 

Note that only reflections with unmixed hkl values (all odd or all even) 
are present; and therefore, it can be concluded that the Bravais lattice is 

TABLE 1.2. Details of Indexing the X-Ray Diffraction Pattern of Aluminum 

Material: Aluminum Radiation: eu Ka AKa! = 0.154056 nm 

sin29 . 29 
SIn x3 

sin 2 9 sin2 9 ~ h2 +k2 +r Peak # 29 (0) mln Sln mln hkl a(nm) 

38.52 0.1088 1.000 3.000 3 111 0.40448 
2 44.76 0.1450 1.333 3.999 4 200 0.40457 
3 65.14 0.2898 2.664 7.992 8 220 0.40471 
4 78.26 0.3983 3.661 10.983 11 311 0.40480 
5" 82.47 0.4345 3.994 11.982 12 222 0.40480 
6" 99.11 0.5792 5.324 15.972 16 400 0.40485 
7" 112.03 0.6876 6.320 18.960 19 331 0.40491 
8" 116.60 0.7238 6.653 19.958 20 420 0.40491 
9" 137.47 0.8684 7.982 23.945 24 422 0.40494 

"The a, and lIz peaks have been resolved for these refiections. But, since we do not need a very high 
accuracy, we have taken the 29 values of the a, component only. 
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FIG. 1. 1. X-ray diffraction pattern of aluminum. 
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face-centered cubic, The lattice parameter is calculated as 0,4049 nm, 
Thus, aluminum has an fcc structure with lattice parameter a = 0.4049 
nm. 

From Table 1.2 you can see that the lattice parameter increases with 
increasing 29 values, Since the systematic error in sin2 9 decreases as 9 
increases, you should select the value of a for the highest-angle peak in 
the diffraction pattern as the most accurate. (See Experimental Module 3 
for predse lattice parameter measurements.) 

ANAL YT/CAL METHOD 

An analytical approach can also be used to index diffraction patterns 
from materials with a cubic structure. Look again at Eq. (1.3) : 

sin2 e = (far) (h2 + J!- + p) (1.3) 
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Since}.. 2 / 4a2 is constant for any pattern, which we call A, we can write 

(1.7) 

In a cubic system, the possible h2 + k2 + [2 values are 1, 2, 3, 4, 5, 6, 8, ... 
(even though all may not be present in every type of cubic lattice). The 
observed sin2 e values for all peaks in the diffraction pattern are therefore 
divided by the integers 2, 3,4, 5, 6, ... to obtain a common quotient, 
which is the value of A, corresponding to h2 + ~ + [2 = 1. We can then 
calculate the lattice parameter from the value of A by using the relation­
ship 

or A a=--
2-i4" 

(1.8) 

Dividing the sin2 e values of the different reflections by A gives the 
h2 + k2 + [2 values, from which the hk[ values of each reflection can be 
obtained by using the listing in Appendix 2. 

The aluminum x-ray diffraction pattern indexed earlier is now in­
dexed with the analytical approach, and the results are presented in Table 
1.3. 

Worked Example 
The lowest common sin2 e value in Table 1.3 is 0.0363 (indicated in 

bold). Note that 0.1086 also appears as a common sin2 evalue in some of 
the columns, but this is approximately 3 x 0.0363. Therefore, you must 
look for the smallest value of sin2 e among the values. However, realize 

TABLE 1.3. Calculation of the Common Quotient 

Material: Aluminum Radiation: eu Ka AK<Xl = 0.154056 nm 

sin29 
sin2 e sin2 e sin2 e sin2 e sin2 e sin2 e 

Peak # 29 (0) -2- -3- -4- -5- -6- -8-

38.52 0.1088 0.0544 0.0363 0.0272 0.0218 0.0181 0.0136 
2 44.76 0.1450 0.0725 0.0483 0.0363 0.0290 0.0242 0.0181 
3 65.14 0.2898 0.1449 0.0966 0.0725 0.0580 0.0483 0.0362 
4 78.26 0.3983 0.1992 0.1328 0.0996 0.0797 0.0664 0.0498 
5 82.47 0.4345 0.2173 0.1448 0.1086 0.0869 0.0724 0.0543 

6 99.11 0.5792 0.2896 0.1931 0.1448 0.1158 0.0965 0.0724 
7 112.03 0.6876 0.3438 0.2292 0.1719 0.1375 0.1146 0.0860 
8 116.60 0.7238 0.3619 0.2413 0.1810 0.1448 0.1206 0.0905 
9 137.47 0.8684 0.4342 0.2895 0.2171 0.1737 0.1447 0.1086 
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Note that the common quotient of 0.0363 appears only in the columns of 
(sin2 8)/3, (sin2 9)/4, and (sin2 9)/8 in Table 1.3. This suggests that the sequence of 
h2 + If- + 12 values will be in the ratio 3, 4, 8, ... From the sequence of h2 + If- + 12 
values mentioned for different types of cubic lattices, it is clear that the Bravais lattice 
of aluminum is face-centered cubic, which will also be proved when we divide the 
sin2 8 values by A. The other Bravais lattices can also be identified in a similar way. 

that this value (0.0363) does not (and will not) necessarily appear in each 
column of the table. 

We can now assume that 0.0363 represents the A value in Eq. (1.7) 
for h2 + If- + z:z = 1. Since Eq. (1.7) suggests that division of the sin28 
values by A yields the h2 + J<2 + z:z values from which the hkl values can 
be obtained (see Appendix 2), the calculations can be tabulated as shown 
in Table 1.4. 

Notice from Table 1.4 that the Miller indices of the reflections again 
are unmixed (all odd or all even), so the Bravais lattice is face-centered 
cubic. The lattice parameter is calculated from Eq. (1.8). Since A = 0.0363 
and a = 'A/2..[A, for aluminum 

0.154056 
a = = 0.4049 nm 

2"0.0363 

As you would expect, the results obtained by this analytical method are 
the same as those obtained by the earlier method. 

TABLE 1.4. Indexing the Diffraction Pattern of Aluminum 
Using the Analytical Approach 

Material: Aluminum Radiation: Cu Ka A= 0.0363 

5in2 a 
Peak # sin2 a -::4 h2+!? +1- hkl 

0.1088 2.997 3 III 

2 0.1450 3.995 4 200 

3 0.2898 7.983 8 220 

4 0.3983 10.972 II 3II 

5 0.4345 11.970 12 222 

6 0.5792 15.956 16 400 

7 0.6876 18.942 19 331 

8 0.7238 19.939 20 420 

9 0.8684 23.923 24 422 
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In Table 1.4 notice that the value of (sin2 a)/A deviates more from the expected 
value at higher diffraction angles than at lower angles. This is so because a small 
error in the measurement of a at low angles leads to a large error in the value of 
sin a (also in sin2 a). Since the sin2 a value increases with increasing a, a small error 
in the lowest value of sin2 a gets multiplied several times at higher angles because 
we are dividing all the sin2 a values by the smallest sin2 a value. 

EXPERIMENTAL PROCEDURE 

Take fine powders (-325 mesh, < 45 J.l.m in size) of chromium (Cr), 
copper (Cu), iron (Fe), nickel (Ni), silicon (Si), and titanium nitride (TiN). 
Load each powder separately into the x-ray holder and record the x-ray 
diffraction patterns, using Cu Ka radiation in the 2a angular range of 25° 
to 140°. Using the cursor, locate the maxima of all the peaks in each 
diffraction pattern and list the 2a values in increasing order. If the a 1 and 
a2 peaks are resolved, you are advised to take the 2a value of the a 1 peak, 
even though for greater accuracy you could use both peaks and use the 
respective wavelengths to calculate the lattice parameters. (In case an 
x-ray diffractometer is not available, or if you are not able to record the 
diffraction pattern for some reason, the x-ray diffraction patterns for Cr, 
Cu, Fe, Ni, Si, and TiN are provided in Figs. 1.2 through 1.7, and the 2a 
values of all the reflections are listed in the work tables prOvided for each 
different material.) Using the worked example for aluminum, index all 
the diffraction patterns (find the Miller indices of the planes giving rise to 
the diffraction peaks). From the systematic absence (or presence) of 
reflections in each pattern and from Table 1.1, identify the Bravais lattice. 
Calculate the lattice parameter in each case and tabulate your calculations 
in the work tables provided. 

Note 1: Indexed diffraction patterns (2a, hkl, and intensity values) and 
the lattice parameters of all standard substances can be found in the 
Powder Diffraction Files (PDF) published by the JCPDS-International 
Centre for Diffraction Data (see Sec. 3.4 in Part I for more information 
about the PDF). These files are available with most computers associated 
with modern x-ray diffractometers. The "card" numbers for the materials 
referred to in this book are listed in Appendix 9. 

Note 2: Even though diffraction patterns (from different types of cubic 
structures) have been provided in this module, you may index all of them 
or only some of them, depending on the time available. 

When you finish these calculations, complete Table 1.17. 
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1 44.41 
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FIG. 1.2. X-ray diffraction pattern of chromium. 

TABLE 1.5. Work Table for Chromium 

Radiation: Cu Ka. AKal = 0.154056 nm 

sin2 8 sin2 8 
x? h2 + k2 + z2 hkl a (nm) 

sin2 8min sin2 8min 
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TABLE 1.6a. Work Thble for Chromium-Analytical Method 

Material: Chromium Radiation: Cu Ka. A.Ka.l = 0.154056 nm 

Peak # 29 (0) sin2 9 
sin2 9 sin2 9 sin2 9 sin2 9 sin2 9 sin2 9 -- -- --

2 3 4 5 6 8 

1 44.41 

2 64.59 

3 81.77 

4 98.26 

5 115.34 

6 135.47 

TABLE 1.6b. Work Table for Chromium-Analytical Method 

Material: Chromium Radiation: Cu Ka. A= 

Peak # sin2 6 
sin2 6 

h2 + k2 + P. hkl ---::r-

1 

2 

3 

4 

5 

6 
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Material: Copper 

Peak # 2e (0) 

1 43.16 

2 50.30 
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FIG. 1.3. X-ray diffraction pattern of copper. 

TABLE 1.7. Work Table for Copper 

Radiation: Cu Ka A.Ka.l = 0.154056 run 

sin2e sin2 e siJ a 
x? h2 + k2 + z2 hkl a (run) 

sin2 amin siJ amin 
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TABLE 7.8a. Work Table for Copper-Analytical Method 

Material: Copper Radiation: Cu Kcx A.Kal = 0.154056 run 

Peak # 28 (0) sin2 e sin2 e sin2 e sin2 e sin2 e sin2 e sin2 e 
-2- -3- -4- -5- -6- -8-

1 43.16 

2 50.30 

3 73.99 

4 89.85 

5 ~5.03 

6 116.92 

7 136.59 

TABLE 7.8b. Work Table for Copper-Analytical Method 

Material: Copper Radiation: Cu Kcx A= 

Peak # sin2 e sin2 e 
h2 + k2 + P. hkl ---::r-

1 

2 

3 

4 

5 

6 

7 
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FIG. 1.4. X-ray diffraction pattern of iron. 

TABLE 1.9. Work Table for Iron 

Radiation: eu Ka. AKal = 0.154056 run 

sin2 a sin2 a x? h2 + k2 + z2 hkl a (run) 
sin2 amin sin2 amin 
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TABLE 1.1 Oa. Work Table for Iron-Analytical Method 

Material: Iron Radiation: Cu Ka AKal = 0.154056 nm 

Peak # 28 (0) sin2 e sin2 e sin2 e sin2 e sin2 e sin2 e sin2 e 
-2- -3- -4- -5- -6- -8-

1 44.73 

2 65.07 

3 82.40 

4 99.00 

5 116.45 

6 137.24 

TABLE 1.1 Ob. Work Table for Iron-Analytical Method 

Material: Iron Radiation: Cu Ka A= 

Peak # sin2 e sin2 e 
h2 + e + z2 hkl -A-

I 

2 

3 

4 

5 

6 



112 II • Experimental Modules 

433 

'--" LA J\. 

'I 'I 'I 'I 'I 'I 'I 'I 'I 'I 'I 'I' 'I' 'I' 'I' 'I' 'I 'I 

26 40 60 80 100 120 

2 Theta 

FIG. 1.5. X-ray diffraction pattern of nickel. 

TABLE 7.77. Work Table for Nickel 

Material: Nickel Radiation: eu Ka. AKal = 0.154056 nm 

Peak # 28 (0) sin2 e sin2 e srrt 8 
X? h 2 + k2 +z2 hkl a (nm) 

sin2 8min srrt 8min 

1 44.53 

2 51.89 

3 76.45 

4 93.01 

5 98.51 

6 122.12 
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TABLE 1. 12a. Work Table for Nickel-Analytical Method 

Material: Nickel Radiation: Cu Ka AKal = 0.154056 nm 

Peak # 28 (0) sin2 e sin2 e sin2 e sin2 e sin2 e sin2 8 sin2 e 
-2- -3- -4- -5- -6- -8-

1 44.53 

2 51.89 

3 76.45 

4 93.01 

5 98.51 

6 122.12 

TABLE 1. 12b. Work Table for Nickel-Analytical Method 

Material: Nickel Radiation: Cu Ka A= 

Peak # sin2 e sin2 e 
h 2 + k2 + jl hkl -y-

1 

2 

3 

4 

5 

6 
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FIG. 1.6. X-ray diffraction pattern of silicon. 
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TABLE 1.13. Work Table for Silicon 

Material: Silicon Radiation: eu Ka AKal = 0.154056 om 

Peak # 28 (0) sin2 8 
sin2 8 sill e 

x? h2 + k2 + z2 hkl a (om) 
sin2 emin sill emin 

1 28.41 

2 47.35 

3 56.12 

4 69.10 

5 76.35 

6 88.04 

7 94.94 

8 106.75 

9 114.11 

10 127.56 

11 136.91 
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TABLE 1. 14a. Work Table for Silicon-Analytical Method 

Material: Silicon Radiation: eu Ka AKal = 0.154056 nm 

Peak # 2a (0) sin2 e sin2 e sin2 e sin2 e sin2 e sin2 e sin2 e 
-2- -3- -4- -5- -6- -8-

1 28.41 

2 47.35 

3 56.12 

4 69.10 

5 76.35 

6 88.04 

7 94.94 

8 106.75 

9 114.11 

10 127.56 

11 136.91 
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TABLE 1. 14b. Work Table for Silicon-Analytical Method 

Material: Silicon Radiation: eu Ka A= 

Peak # sin2 e sin2 e 
h 2 + k2 + z2 hkl 

A 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 
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FIG. 1.7. X-ray diffraction pattern of titanium nitride. 
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TABLE 1.15. Work Table for Titanium Nitride 

Material: Titanium nitride Radiation: eu Ka AKal = 0.154056 nm 

Peak # 28 (0) sin2 8 
sin2 a sin' 8 x? h 2 + k 2 + 12 hkl a(nm) 

sin2 8min sin' amin 

1 36.71 

2 42.67 

3 61.85 

4 74.12 

5 77.98 

6 93.30 

7 104.76 

8 108.61 

9 125.68 
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TABLE 1.16a. Work Table for TItanium Nitride-Analytical Method 

Material: Titanium nitride Radiation: eu Ka. AKal = 0.154056 nm 

Peak # 28 (0) 5in2 e 5in2 e 5in2 e 5in2 e 5in2 e 5in2 e 5in2 e 
-2- -3- -4- -5- -6- -8-

1 36.71 

2 42.67 

3 61.85 

4 74.12 

5 77.98 

6 93.30 

7 104.76 

8 108.61 

9 125.68 
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TABLE 1. 16b. Work Table for TItanium Nitride-Analytical Method 

Material: Chromium Radiation: Cu Ku A= 

Peak # sin2 e sin2 e h2 + k2 + Z2 hkZ -A-

I 

2 

3 

4 

5 

6 

7 

8 

9 
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TABLE 7.77. Summary Table for Experimental Module 1 

Material Bravais lattice Crystal structure Lattice parameter (nm) 

Aluminum face-centered cubic fcc 0.4049 

Chromium 

Copper 

Iron 

Nickel 

Silicon 

TItanium nitride 

EXERCISES 

1.1. Examine the diffraction patterns of copper and aluminum, and 
note that the 29 values of reflections with the same Miller indices are 
shifted to lower 29 values as you move from copper to aluminum. Explain 
why this occurs. 

1.2. Schematically show how the diffraction peaks from a copper 
specimen (fcc, a = 0.3615 nm) shift in their angular positions if Mo Ka. (A. 
= 0.0711 nm), Cu Ka. (A. = 0.1542 nm), and Cr Ka. (A. = 0.2291 nm) 
radiations are used to record the diffraction patterns. 

1. 3. A Te-Au alloy rapidly quenched from the liquid state is known 
to have a simple cubic structure with a lattice parameter of a = 0.2961 
nm. Calculate the 29 values for the different allowed reflections if the 
diffraction pattern were recorded with Cu Ka. radiation. Represent these 
values in the form of a schematic diffraction pattern. 

1.4. Both aluminum and titanium nitride have the face-centered 
cubic Bravais lattice, but with different lattice parameters. Even though 
the sequence of reflections is the same in both cases, the relative intensities 
of the reflections in the two patterns are quite different. Explain how the 
structures of these two materials differ and why the intensities of the 
reflections in the diffraction pattern are different. 
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1.5. Germanium has the diamond cubic structure with lattice pa­
rameter a = 0.5658 nm. Calculate the positions (28 values) of the first six 
peaks expected in the x-ray diffraction pattern, assuming that Cu Ka 
radiation is used. 



EXPERIMENTAL MODULE 2 

Crystal Structure Determination. 
II: Hexagonal Structures 

OBJECTIVE OF THE EXPERIMENT 

To index the x-ray diffraction pattern and calculate the lattice parame­
ters of some common materials with a hexagonal structure. 

MATERIALS REQUIRED 

Fine powders (-325 mesh, <45 !lm in size) of magnesium (Mg), 
titanium (Ti), and aluminum nitride (AlN). 

BACKGROUND AND THEORY 

Many materials, including several metals, semiconductors, ceram­
ics, and crystalline polymers, have a crystal structure based on the 
hexagonal Bravais lattice. The hexagonal unit cell is characterized by 
lattice parameters a and c. The plane spacing equation for the hexagonal 
structure is 

(2.1) 

Combining Bragg's law (A = 2d sin 8) with Eq. (2.1) yields 

125 
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If the axial ratio of the material is not known, its value can be found by graphical 
methods, such as Hull-Davey charts. A description of these methods is beyond the 
scope of this book, and you are advised to look in the books by KIug and Alexander 
or Cullity listed in the Bibliography. 

(2.2) 

Rearranging gives 

(2.3) 

Indexing the Pattern 

In this experiment we assume that the cia value (known as the axial 
ratio) of the hexagonal material is known (even though the patterns can 
be indexed without this knowledge). 

We can rewrite Eq. (2.3) as 

(2.4) 

Equation (2.4) suggests that the sin2 e value for each peak in the 
diffraction pattern is determined by the a and c lattice parameters of the 
unit cell and the Miller indices hkl. Since a and cia are constants for a 
given diffraction pattern, according to Eq. (2.4) the sin2 e values consist 
of two components, one involving the hand k values and the other 
involving the I value. 

The values of 1(h2 + hk + ~) for different values of hand k are presented 
in Table 2.1. These values do not depend on the lattice parameters of the 
material. 

TABLE 2. 1. Values of 1(h2 + hk + J?) 
h k 0 2 3 

0 0 1.3333 5.3333 12.0000 

1.3333 4.0000 9.3333 17.3333 

2 5.3333 9.3333 16.0000 25.3333 

3 12.0000 17.3333 25.3333 36.0000 
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TABLE 2.2. Values of P. /(c/a)2 for Zinc 
(cIa = 1.8563) 

0 0 0.0000 
0.2902 

2 4 1.1608 

3 9 2.6118 

4 16 4.6432 

5 25 7.2550 

6 36 10.4472 

Values of PI(cla)2 (to be calculated for each material with a different 
cia value) can be tabulated as shown in Table 2.2. Let's consider the 
example of zinc (cia = 1.8563) to illustrate the calculations. 

Now we can add the value of PI(cla)2 from Table 2.2 to 
~(h2 + hk +~) from Table 2.1 and arrange the possible combinations (Le., 
those permitted by the structure factor) of~(h2 + hk +~) + P l(cla)2values 
for different hkl indices in increasing order. The structure factor equation 
for a hexagonal structure (with more than one atom per unit cell) suggests 
that reflections are absent when h + 2k = 3N (where N is an integer) and I 
is odd; all other reflections will be present (see Sec. 2.8 in Part I for the 
general structure factor equation). A reflection is absent only when both 
of these conditions are satisfied. Thus, you must consider whether a 
reflection will be present or absent only when I is odd. If 1 is odd, check 
whether h + 2k = 3N; if so, the reflection will be absent. For example, even 
though both 301 and 103 reflections have an odd value of I, the 301 
reflection will be absent (h + 2k = 3 + 2 x 0 = 3, Le., a multiple of three) 
and while the 103 reflection will be present (h + 2k = 1 + 2 x 0 = 1 ::f:. 3, 
i.e., not a multiple of three). All reflections will be present if I is even. 
Since the a and c parameters are different for hexagonal metals, the h and 
I values in the Miller indices cannot be interchanged (but h and k can be 
interchanged since a j = a2, as shown in Fig. 22c in Part I). Realize that it 
is possible to interchange the h, k, and I values in materials with a cubic 
structure since the unit-cell parameters are the same in all three direc­
tions. This has an important bearing on the multiplidty factor and, hence, 
on the intensity of the reflections, which we discussed in Part I. 

The listing oQ(h2 + hk + ~) + P I(cl a)2 for different values of hkl for 
zinc (we have remembered to delete the values for the forbidden reflec­
tions) is shown in Table 2.3. Since the ~h2 + hk +~) + P l(cla)2 values in 
Table 2.3 were calculated for spedfic (hk/) planes, the hkl values for each 
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The hexagonal structure with one atom per unit cell (hPl) will be the primitive unit 
cell. This structure is not very common, although a few equilibrium phases and 
some metastable phases produced by rapid solidification from the melt or by the 
application of high pressure have been shown to have the "HgSn6_1o-type" hexago­
nal (one atom per unit cell) structure. For metals with a hexagonal structure and 
two atoms per unit cell, the structure is called hexagonal dose-packed (hcp). 
However, with a greater number of atoms in the unit cell, as is common with many 
ceramics and semiconductors, the structure is not dose-packed. 

The structure factor equation for hexagonal materials with one atom per unit 
cell sl.!.ggests that all possible reflections will be present. You may recall that a similar 
situation existed in the case of cubic structures. In fact, all possible reflections will 
be present in the diffraction pattern when the Bravais lattice is primitive and 
contains only one atom per unit cell, irrespective of the crystal system to which the 
material belongs. 

of the reflections in an unknown specimen can be assigned by noting that 
the sequence of reflections will be the same as in Table 2.3 for a given 
value of cia. 

Calculation of the Lattice Parameters 

Two approaches can be used to calculate the lattice parameters (a and 
c). First, we can calculate a by looking for reflections of the type hkO. When 
we substitute 1 = 0 in Eq. (2.4) we obtain 

(2.5) 

or 

(2.6a) 

or 

(2.6b) 

Once the value of a is known, c can be calculated since the value of cia 
is known. Alternatively, we can look for the OOI-type reflections and 
calculate c from Eq. (2.4). Since both hand k are equal to 0, Eq. (2.4) 
reduces to 



or 

or 
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TABLE 2.3. 1(h2 + hk +~) + f2 /(c/a)2 for Different 
Values of hkl for Zinc 

hkl 

002 
100 
101 

102 
103 

110 
004 

112 

200 
201 

104 
202 
203 

105 
114 

210 
211 
204 

006 
212 
106 
213 
300 
205 

302 

A c=--i 
2 sin e 

1.1608 
1.3333 

1.6235 
2.4941 
3.9451 

4.0000 
4.6432 

5.1608 
5.3333 
5.6235 

5.9765 
6.4941 
7.9451 

8.5883 
8.6432 

9.3333 
9.6235 
9.9765 

10.4472 
10.4941 
11.7805 

11.9451 
12.0000 

12.5883 
13.1608 

(2.7) 

(2.8a) 

(2.8b) 

Once you have determined the a and c lattice parameters, calculate c/ a 
and ensure that it is the same as the one given. 
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WORKED EXAMPLE 

Let's now index the x-ray diffraction pattern of zinc recorded 
with eu Ka. radiation (Fig. 2.1). There are 20 peaks present in the 
diffraction pattern, and the 29 values for these peaks are listed in 
Table 2.4. The sin2 9 values have been calculated, and the values of 
~(h2 + hk + /(2) + [2 /(c/ a)2 listed in Table 2.3 are arranged in increasing 
order. Following the procedure described earlier, we have completely 
indexed the diffraction pattern as shown in Table 2.4 and determined the 
lattice parameters of zinc. 

From these calculations it is dear that, for zinc, a = 0.2664 nm, c = 
0.4947 nm, and cia = 1.857, very dose to the given value. From the a (or 
c) value, the c (or a) lattice parameter can be calculated from the hkl-type 
reflections. This c (or a) value can then be used to refine the a (or c) value, 
and by doing a few iterations like this the accuracy of both a and c values 
can be considerably improved. However, you need not do this iteration 
in the experimental modules unless a high accuracy is required in your 
calculations. 

C/) 
D­o 

300 

'I 
26 

.J#I 
'I 'I' 'I' 

40 

J jJ 1 
j 

1 It J 
'I' 'I 'I 'I 'I 'I' 'I 'I 'I 'I 'I 'I' 'I' 

60 80 100 120 

2 Theta 
FIG. 2.1. X-ray diffraction pattern of zinc. 
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TABLE 2.4. Indexing the Diffraction Pattern of Zinc 

Material: Zinc (cia = 1.8563) .Radiation: eu Ku AKal = 0.154056 run 

Peak # 28 (0) 5in2 8 1(h2 + hk + k2) + r / (c / a)2 hkl a (run) c(run) 

36.31 0.0970 1.1608 002 0.4946 

2 38.98 0.1113 1.3333 100 0.2665 

3 43.21 0.1356 1.6235 101 
4 54.32 0.2084 2.4941 102 

5 70.08 0.3296 3.9451 103 
6 70.64 0.3342 4.0000 110 0.2664 
7 77.04 0.3879 4.6432 004 0.4947 
8 82.09 0.4312 5.1608 112 
9 83.72 0.4453 5.3333 200 0.2664 

10 86.54 0.4698 5.6235 201 
11 89.91 0.4992 5.9765 104 
12 94.88 0.5425 6.4941 202 
13 109.13 0.6639 7.9451 203 
14 115.80 0.7176 8.5883 105 
15 116.37 0.7221 8.6432 114 
16 124.03 0.7798 9.3333 210 0.2664 
17 127.47 0.8042 9.6235 211 
18 131.86 0.8337 9.9765 204 
19 138.56 0.8748 10.4472 006 0.4947 
20 139.14 0.8781 10.4941 212 

ANALYTICAL METHOD 

The foregoing procedure for indexing the diffraction pattern and 
determining the lattice parameters is time consuming and can sometimes 
be tricky in matching the hkl values to the observed sin2 8 values. For 
example, if one of the peaks is very weak, it is possible that you may have 
missed or ignored that peak while measuring the 28 values. This will offset 
all the hkl values and will give you the wrong values for the lattice 
parameters. Therefore, alternative analytical methods can be used to 
index diffraction patterns from materials with hexagonal structures (simi­
lar to the methods we described for cubic structures). These analytical 
methods will be now described. 

We have that 

sin2 8 = 4A.
2
2 [i3 (h2 + hk + ~) +~] 

a ~/~ 
(2.4) 

Since a and c/aare constants for a given pattern, Eq. (2.4) can be rearranged 
as 

131 
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sin2 8 = A(h2 + hk + ~) + cz2 (2.9) 

where A = ')..2 / 3a2 and C = ')..2 / 4c2 • Since h, k, and I can only be integers, 
h2 + hk + ~ can have values like 0, 1,3,4,7,9, 12, ... , as listed in Table 
2.5, and f can have values like 0, 1,4, 9, .... 

Now we divide the observed sin2 8 values of the different peaks in the 
pattern by the integers 3, 4, 7, ... and look for the common quotient, or 
that which is equal to one of the observed sin2 8 values. 

You need to do this for the first few lines (say 10 to 15) in the pattern to get the 
trend and the common quotient. Once these are obtained the whole pattern can 
be subsequently indexed. 

The sin2 8 values representing this common value refer to the hkO-type 
reflections, and the quotient can be tentatively taken as A. Once the value 
of A is known, the value of C can be obtained by rearranging the terms in 
Eq. (2.9) as 

cz2 = sin2 8 - A(h2 + hk + ~) (2.10) 

To obtain the value of C, we subtract from each sin2 8 value the values of 
A, 3A, 4A, ... and look for remainders that are in the ratio of 1, 4, 9, ... 
(since I can only have integer values such as 1, 2, 3, ... , f will have 
values 1,4, 9, ... ), which will be reflections of the type 001. From these, 
we can find the value of C. The remaining peaks that are neither hkO type 
nor 001 type, belong to the hkl category. From a combination of A and C 
values, all the peaks in the diffraction pattern can be indexed. A final 
check on their correctness is made by comparing observed and calculated 
sin2 8 values. 

Once the values of A and C are known, the a and c lattice parameters 
of the unit cell can be calculated from the relationships A = ')..2 / 3a2 and 
C=')..2/4c2 • 

TABLE 2.5. Values of h2 + hk + k2 for Different Values of hand k 

hka 00 10 11 20 21 30 22 

o 3 4 7 9 12 

• Remember that hand k are interchangeable and, therefore. 20 and 02 represent the same hk values. 
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WORKED EXAMPLE 

Let's now index the x-ray diffraction pattern of zinc, using the ana­
lytical approach. In Table 2.6 we have divided the first 10 sin2 a values of 
the diffraction pattern by 3, 4, 7, and 9 to find the common quotient. It 
is clear that the common quotient, and hence the value of A is 0.1113. 
Once A is known, integral multiples of A (3A, 4A, 7 A, ... ) can be identified 
and the sin2 a values corresponding to them will be from hkO-type 
reflections. For example, in such a pattern, sin2 a values of 0.3342 (= 3 x 
0.1113) and 0.4453 (= 4 x 0.1113) correspond to 11 0 and 200 reflections, 
respectively. After this is done, reflections of type 001 can be identified by 
subtracting the values of A and 3A from the value of sin2 a, as listed in 
Table 2.7. 

You can see from Table 2.7 that 0.0971 is another common value. Since 
the 001 reflection is not allowed in the hcp structure, this value can be 
taken as the sin2 a value corresponding to the 002 reflection; i.e., 4C = 
0.0971 or C = 0.0243. Also note that for peak 7, sin2 a = 0.3879, which is 
nearly 16 times the Cvalue, so this corresponds to the 004 reflection. Now, 
using the combination of A and C values we have obtained we indexed 
the whole pattern, as shown in Table 2.8. Note that sometimes you may 
be able to get sin2 a close to the observed value by more than one 
combination of the A and Cvalues. In such a case you have to choose only 
that combination of hkl which is permitted by the structure factor. 

The indexing shows that the observed and calculated sin2 a values 
match very well. Also note that the sequence of reflections is the same as 

TABLE 2.6. Calculation of the Common Quotient A and Indexing the Pattern 

Material: Zinc (cia = 1.8563) Radiation: eu Ka AKal = 0.154056 run 

sin2 8 sin2 8 sin2 8 sin2 8 

Peak # 28 (0) sin2e 3 4 -7- -9- hkl 

36.31 0.0970 0.0323 0.0242 0.0139 0.0108 
2 38.98 O.llll 0.0371 0.0279 0.0159 0.0124 100 
3 43.21 0.1356 0.0457 0.0343 0.0196 0.0152 

4 54.32 0.2084 0.0695 0.0521 0.0298 0.0231 
5 70.08 0.3296 0.1098 0.0824 0.0471 0.0366 
6 70.64 0.3342 O.1l14 0.0846 0.0478 0.0371 110 
7 77.04 0.3879 0.1293 0.0969 0.0555 0.0431 
8 82.09 0.4312 0.1437 0.1078 0.0616 0.0479 
9 83.72 0.4453 0.1486 O.ll13 0.0637 0.0495 200 

10 86.54 0.4698 0.1567 0.1175 0.0671 0.0522 
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TABLE 2.7. Calculation of the C Value 

Material: Zinc Radiation: Cu Ku A = 0.1113 

Peak # 26 (0) sin2 6 5in2 6-A 5in2 6 - 3A hkl 

36.31 0.0970 002 
2 38.98 0.1113 0.0000 
3 43.21 0.1356 0.0243 
4 54.32 0.2084 0.0971 102 
5 70.08 0.3296 0.2183 
6 70.64 0.3342 0.2229 
7 77.04 0.3879 0.2766 0.0540 004 
8 82.09 0.4312 0.3199 0.0973 112 
9 83.72 0.4453 0.3340 0.1114 

10 86.54 0.4698 0.3585 0.1359 

TABLE2.B. Indexing of the Diffraction Pattern of Zinc Using the Analytical Approach 

Material: Zinc Radiation: Cu Ku A=O.1113 C= 0.0243 

Peak # 26 (0) sin2 6 observed A +C a sin2 6 calculated hkl 

36.31 0.0970 OA+4C 0.0972 002 

2 38.98 0.1113 lA+OC 0.1114 100 

3 43.21 0.1356 lA+ lC 0.1357 101 

4 54.32 0.2084 lA+4C 0.2086 102 

5 70.08 0.3296 lA+9C 0.3301 103 

6 70.64 0.3342 3A+OC 0.3342 110 

7 77.04 0.3879 OA + 16C 0.3888 004 

8 82.09 0.4312 3A+4C 0.4314 112 

9 83.72 0.4453 4A+OC 0.4456 200 

10 86.54 0.4698 4A+ lC 0.4699 201 

11 89.91 0.4992 lA + 16C 0.5002 104 

12 94.88 0.5425 4A+4C 0.5428 202 

13 109.13 0.6639 4A+9C 0.6643 203 

14 115.80 0.7176 lA + 25C 0.7189 105 

15 116.37 0.7221 3A + 16C 0.7230 114 

16 124.03 0.7798 7A+OC 0.7798 210 

17 127.47 0.8042 7A + lC 0.8041 211 

18 131.86 0.8337 4A + 16C 0.8344 204 

19 138.56 0.8748 OA + 36C 0.8748 006 

20 139.14 0.8781 7A+4C 0.8770 212 

'Combination of A and C 
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observed by the earlier method, suggesting that correct indexing can be 
done by either method. 

Since A = A 2 / 3a2 and C = A 2 / 4c2, the a and c lattice parameters for zinc 
are a = 0.2665 nm and c = 0.4941 nm. These values are the same as those 
calculated earlier. 

Note: While indexing the x-ray diffraction pattern of titanium, notice 
that the 210 reflection, permitted by the structure factor, is expected to 
be present. This reflection will have a low relative intensity. But in the 
standard pattern published by the JCPDS-International Centre for Dif­
fraction Data (PDF #5-682), this reflection was wrongly omitted from the 
listing. The new corrected data are contained in PDF #44-1294 published 
in 1997. If your version of the software (or your copy of the PDF) was 
purchased prior to 1997 you have the old file. 

EXPERIMENTAL PROCEDURE 

Take fine powders (-325 mesh, <45 Ilm in size) of magnesium (Mg), 
titanium (Ti), and aluminum nitride (AlN). Load each powder separately 

(J) 
0.. 
U 

231..,----,------------------------, 

26 40 60 80 100 120 

2 Theta 
FIG. 2.2. X-ray diffraction pattern of magnesium. 
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TABLE 2.9. Values of da for the Different Materials Used 

Material Magnesium Titanium Aluminum Nitride 

cia 1.624 1.587 1.600 

into the x-ray holder and record the x-ray diffraction patterns, using Cu 
Ka. radiation in the 29 angular range of 25 to 1400 • Locate the maximum 
of each peak in the diffraction pattern and list the 29 values in increasing 
order. Calculate the ~(h2 + hk + J<2) + P I(cla? values for each material 
from the c! a value given in Table 2.9 and arrange these values in increasing 
order. (Remember: Neglect the ~(h2 + hk + J<2) + P I(cl a)2 values for the hkl 
reflections forbidden by the structure factor.) Index the diffraction pattern, 
using the two procedures described, and calculate the lattice parameters 
in each case. Even though it may be instructive to index the whole pattern, 
it is usually suffident to index the major (most intense) reflections to 
evaluate the lattice parameters. We suggest that you index all the reflec­
tions. Tabulate your calculations in the work tables provided. (The x-ray 
diffraction patterns of Mg, Ti, and AlN are provided in Figs. 2.2, 2.3, and 
2.4, respectively.) 

RESULTS 

Recall that the cIa value is different for different materials, so you need 
to calculate the P I(cl a)2 values for each material whose diffraction pattern 
has to be indexed. You then add these values to ~(h2 + hk + ~) (which are 

TABLE 2.10. Calculation of P. I (cla)2 Values for Magnesium (cia = 1.624) 

1 f f/(c/a)2 

0 0 0.0000 

1 1 

2 4 

3 9 

4 16 

5 25 

6 36 
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TABLE 2.11. Work Table for Magnesium 

Material: Magnesium Radiation: eu Ka. AKal = 0.154056 nm 

Peak # 26 (0) sin2 6 ~h2 + hk + k2) + PI (c I a)2 hkl a (nm) c (nm) 

1 32.16 

2 34.38 

3 36.60 

4 47.80 

5 57.36 

6 63.05 

7 67.30 

8 68.61 

9 70.00 

10 72.46 

11 77.83 

12 81.51 

13 90.42 

14 94.31 

15 96.83 

16 99.21 

17 104.29 

18 104.56 

19 108.24 

20 112.49 
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TABLE 2. 12a. Work Table for Magnesium-Analytical Method 

Material: Magnesium Radiation: eu Ku AKal = 0.154056 nm 

sin2 6 sin2 6 sin2 6 sin2 6 
Peak # 26 (0) srrt 6 -3- -4- -7- --

hkl 9 

1 32.16 

2 34.38 

3 36.60 

4 47.80 

5 57.36 

6 63.05 

7 67.30 

8 68.61 

9 70.00 

10 72.46 

11 77.83 

12 81.51 

13 90.42 

14 94.31 

15 96.83 

16 99.21 

17 104.29 

18 104.56 

19 108.24 

20 112.49 



2 • Crystal Structure Determination. /I 139 

TABLE 2. 12b. Work Table for Magnesium-Analytical Method 

Material: Magnesium A.Kal = 0.154056 nm A= 

Peak # 28 (0) 5in2 8 5in2 8-A 5in2 8- 3A hkl 

1 32.16 

2 34.38 

3 36.60 

4 47.80 

5 57.36 

6 63.05 

7 67.30 

8 68.61 

9 70.00 

10 72.46 

11 77.83 

12 81.51 

13 90.42 

14 94.31 

15 96.83 

16 99.21 

17 104.29 

18 104.56 

19 108.24 

20 112.49 
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TABLE 2.7 2e. Work Table for Magnesium-Analytical Method 

Material: Magnesium Radiation: Cu Ka. A= C= 

Peak # 29 (0) sin2 90 bserved A+C sin2 9calculated hkl 

1 32.16 

2 34.38 

3 36.60 

4 47.80 

5 57.36 

6 63.05 

7 67.30 

8 68.61 

9 70.00 

10 72.46 

11 77.83 

12 81.51 

13 90.42 

14 94.31 

15 96.83 

16 99.21 

17 104.29 

18 104.56 

19 108.24 

20 112.49 
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~ ,------.,---------------------------------------------, 
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FIG. 2.3. X-ray diffraction pattern of titanium. 

TABLE 2.13. Calculation of [2 /(c/ a)2 Values for Titanium (c / a = 1.587) 

P P/(c/a)2 

0 0.0000 

1 

4 

9 

16 

25 

36 
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TABLE 2.14. Work Table for Titanium 

Material: Titanium Radiation: eu Ka AKal = 0.154056 nm 

Peak # 28 (0) sin2 8 ~(h2 + hk + k2) + z2 /(c/a)2 hkl a(nm) c(nm) 

1 35.10 

2 38.39 

3 40.17 

4 53.00 

5 62.94 

6 70.65 

7 74.17 

8 76.21 

9 77.35 

10 82.20 

11 86.74 

12 92.68 

13 102.35 

14 105.60 

15 109.05 

16 114.22 

17 119.28 

18 122.30 

19 126.42 

20 129.48 
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TABLE 2. 7 Sa. Work Table for TItanium-Analytical Method 

Material: Titanium Radiation: eu Ka. AKal = 0.154056 nm 

sin2 8 sin2 8 sin2 8 sin2 8 
Peak # 28 (0) sin2 8 -3- 4 -7- -9- hkl 

1 35.10 

2 38.39 

3 40.17 

4 53.00 

5 62.94 

6 70.65 

7 74.17 

8 76.21 

9 77.35 

10 82.20 

11 86.74 

12 92.68 

13 102.35 

14 105.60 

15 109.05 

16 114.22 

17 119.28 

18 122.30 

19 126.42 

20 129.48 
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TABLE 2.1Sb. Work Table for TItanium-Analytical Method 

Material: Titanium A.Kal = 0.154056 run A= 

Peak # 28 (0) 5in2 8 5in2 8-A 5in2 8- 3A hkl 

1 35.10 

2 38.39 

3 40.17 

4 53.00 

5 62.94 

6 70.65 

7 74.17 

8 76.21 

9 77.35 

10 82.20 

11 86.74 

12 92.68 

13 102.35 

14 105.60 

15 109.05 

16 114.22 

17 119.28 

18 122.30 

19 126.42 

20 129.48 
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TABLE 2.1Sc. Work Table for TItanium-Analytical Method 

Material: Titanium Radiation: eu Ka. A= c= 

Peak # 26 (0) sin2 60 bserved A+C sin 2 6calculated hkl 

1 35.10 

2 38.39 

3 40.17 

4 53.00 

5 62.94 

6 70.65 

7 74.17 

8 76.21 

9 77.35 

10 82.20 

11 86.74 

12 92.68 

13 102.35 

14 105.60 

15 109.05 

16 114.22 

17 119.28 

18 122.30 

19 126.42 

20 129.48 
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FIG. 2.4. X-ray diffraction pattern of aluminum nitride. 

TABLE 2.16. Calculation of PI(cla)2 Values for Aluminum Nitride (c I a = 1.600) 

1 f f/(c/a)2 

0 0 0.0000 

1 1 

2 4 

3 9 

4 16 

5 25 

6 36 
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TABLE 2.17. Work Table for Aluminum Nitride 

Material: Aluminum nitride Radiation: eu Ka AKCll = 0.154056 nm 

Peak # 28 (0) 5in2 8 ~(h2 + hk + k2) + z2 / (c / a)2 hkl a(nm) c(nm) 

1 33.20 

2 36.13 

3 38.00 

4 49.81 

5 59.39 

6 66.06 

7 69.68 

8 71.43 

9 72.60 

10 76.58 

11 81.14 

12 85.93 

13 94.82 

14 98.32 

15 101.01 

16 104.76 

17 109.55 

18 111.07 

19 114.81 

20 118.20 
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TABLE 2. 18a. Work Table for Aluminum Nitride-Analytical Method 

Material: Aluminum nitride Radiation: eu Ka. A.Kal = 0.154056 nm 

5in2 6 5in2 6 5in2 6 5in2 6 
Peak # 26 (0) 5in2 6 -3- 4 -7- -9- hkl 

1 33.20 

2 36.13 

3 38.00 

4 49.81 

5 59.39 

6 66.06 

7 69.68 

8 71.43 

9 72.60 

10 76.58 

11 81.14 

12 85.93 

13 94.82 

14 98.32 

15 101.01 

16 104.76 

17 109.55 

18 111.07 

19 114.81 

20 118.20 
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TABLE 2. 18b. Work Table for Aluminum Nitride-Analytical Method 

Material: Aluminum nitride AKal = 0.154056 run A= 

Peak # 28 (0) sin2 8 sin2 8-A sin2 8- 3A hkl 

1 33.20 

2 36.13 

3 38.00 

4 49.81 

5 59.39 

6 66.06 

7 69.68 

8 71.43 

9 72.60 

10 76.58 

11 81.14 

12 85.93 

13 94.82 

14 98.32 

15 101.01 

16 104.76 

17 109.55 

18 111.07 

19 114.81 

20 118.20 
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TABLE 2.1Bc. Work Table for Aluminum Nitride-Analytical Method 

Material: Aluminum nitride Radiation: eu Ka. A= c= 

Peak # 28 (0) 5in2 80 bserved A+C 5in2 8calcuJated hkl 

1 33.20 

2 36.13 

3 38.00 

4 49.81 

5 59.39 

6 66.06 

7 69.68 

8 71.43 

9 72.60 

10 76.58 

II 81.14 

12 85.93 

13 94.82 

14 98.32 

15 101.01 

16 104.76 

17 109.55 

18 111.07 

19 114.81 

20 118.20 
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TABLE 2.19. Summary Table for Experimental Module 2 

Lattice Parameters 

Material a (run) c(run) cIa 

Magnesium 

Titanium 

Aluminum nitride 

independent of the lattice parameters and hence are constant for all 
materials) to get the ~(h2 + hk +~) + P I(cl a)2 values. Then arrange them 
in increasing order. Use the ~(h2 + hk +~) values listed in Table 2.1 and 
calculate the P /(cl a)2 values for each material and record them in Tables 
2.10,2.13, and 2.16. When you have finished the calculations, complete 
the summary Table 2.19. 

EXERCISES 

2.1. Compare indexing the x-ray diffraction patterns of magnesium 
(cia = 1.624) and zinc (cia = 1.856) and observe that the sequence of 
reflections is different in the two cases. Explain why this is so. 

2.2. Zinc sulfide (ZnS) is known to exist in two modifications (or 
polymorphs). One form has the zinc blende structure (face-centered cubic 
Bravais lattice; a = 0.5406 nm), and the other form has the wurtzite 
structure (hexagonal Bravais lattice; a = 0.3821 nm, c = 0.6257 nm, and 
cia = 1.6375). Calculate the expected diffraction patterns (28 values) in 
the range of 25°-100° in both cases, assuming that Cu Ka radiation (A. = 
0.1542 nm) is used. Explain why there are more reflections in the pattern 
for the hexagonal structure. 

2.3. The fcc and hcp structures can be considered to be layered 
structures with a sequence of three layers (of dose-packed planes) 
(ABCABCA ... ) for fcc and two layers (ABABABABA ... ) for hcp 
structures. These two arrangements give the same atomic packing factor 
when the axial ratio (cia) for the hcp structure is ideal (cia = 1.633), and 
it should be possible to transform one structure into the other. If the fcc 
structure has a lattice parameter of 0.400 nm, calculate the lattice parame-
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ters of the hcp structure and the diffraction patterns in both cases. Note 
that some reflections are common to both structures. 

2.4. Polytetrafluoroethylene (PrFE, or Teflon as it is commonly 
known) is an example of a polymer that shows a crystalline conformation. 
The crystal structure of PrFE is hexagonal with a = 0.566 nm and c = 1. 9 50 
nm. Calculate the positions of the first six peaks expected in the x-ray 
diffraction pattern recorded from PrFE, using Cu Ka radiation. 



EXPERIMENTAL MODULE 3 

Precise Lattice Parameter 
Measurements 

OBJECTIVE OF THE EXPERIMENT 

To determine the precise lattice parameters of materials by x-ray 
diffraction methods. 

MATERIALS REQUIRED 

Fine silicon powder (-325 mesh, <45 Ilm in size). 

BACKGROUND AND THEORY 

A very precise knowledge of the lattice parameter(s) of materials is 
important in solid-state investigations. For example, such data have been 
of great help in developing satisfactory concepts of bonding energies in 
crystalline solids. Further, precise lattice parameter measurements are 
useful in determining solid solubility limits of one component in another 
(see Experimental Module 4), coefficients of thermal expansion, and true 
densities of materials. You should realize that in most of these cases, the 
magnitudes of changes in the lattice parameter(s) due to a change in solute 
content or temperature are so small that rather precise lattice parameter 
measurements must be made in order to measure these quantities with 
any accuracy. For example, the coefficients of thermal expansion (<X) of 
most materials are about 1 0-6/oC, and to determine small changes in lattice 
parameters as a function of temperature the lattice parameters must be 
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measured to a very high accuracy. For aluminum a. is 23.6 x lO-6/oC, and 
its lattice parameter at 2 SoC is 0.4049 nm. If a piece of aluminum is heated 
to SO°C (an increase of 2soq, the lattice parameter increases by only 
2.4 x 10-4 nm. To detect this change we require an accuracy of 0.06% in 
the measurement of the lattice parameter. On the other hand, if a. < 23.6 
x lO-6/oC, as is often the case, especially for many ceramics and semicon­
ductors, the accuracy needed in the measurement of lattice parameters is 
even higher. 

Here we must distinguish between the terms "precision" and "accu­
racy." In everyday speech, we often use these terms interchangeably, but 
in scientific measurements they have distinct meanings. Precision is repro­
dUcibility and refers to how dose the measurements in a series are to each 
other. Accuracy, on the other hand, refers to how dose a measurement is 
to the "true" value. Thus, we may make highly precise but inaccurate 
measurements through the use of improper methods or equipment. High 
accuracy can be achieved only when the equipment is well calibrated, but 
good precision can be achieved with any equipment provided we take 
proper precautions in recording and analyzing the data. Therefore, in this 
experiment we assume that the equipment is in "ideal condition" and 
then consider methods to obtain the best precision in the lattice parame­
ter(s) values. 

Measurement of lattice parameters is an indirect process. For example, 
for a material with a cubic structure, 

a = d ..Jh2 + k2 + [2 (3.1) 

and d is measured from the sin a val':le in the Bragg equation: 

A. = 2d sin a (3.2) 

Precision in measurement of a or d depends on precision in sin a, which 
is a derived quantity, not on precision in a, which is the measured 
quantity. (Remember that sin a appears in the Bragg equation, not a.) 
Figure 3.1 shows the variation of sin a with a, from which it may be noted 
that the error in measurement of sin a decreases as the value of a 
increases. For example, an error in a of 1 ° leads to an error in sin a of 
1.7% at a = 4SO but only O.IS% at a = 8SO. Therefore, the sin a values 
will be reasonably accurate when a is large even if a itself is not measured 
very accurately. 

The same result can be obtained by differentiating the Bragg equation 
with respect to a, when we obtain 
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FIG. 3.1. Variation of sin 6 with 6. The error in sin 6 for a given error in 6 decreases as the value of 6 
increases. 

Ad 
d=-cote~e (3.3) 

Since cot e = 0 when e = 90°, the fractional error in d (Le., /:ld/d) is zero 
when e = 90°. However, since we cannot observe an x-ray reflection at 
e = 90° (this will be the back-reflected beam), we should consider 
reflections as close to the value of e = 90° as possible to get the best 
precision and calculate the true value of the lattice parameter(s) as e 
approaches 90°. Unfortunately, the plot of lattice parameter versus e is 
not linear; therefore, extrapolation of the lattice parameter versus e curve 
to e = 90° does not lead to accurate results. However, extrapolation of 
the lattice parameter(s) against certain functions of e will produce a 
straight line, which can then be extrapolated to the value corresponding 
to e = 90°. Also note that the exact nature of this extrapolation function 
depends on the kind of equipment used to record the x-ray diffraction 
pattern (type of camera or diffractometer), as we will show. 
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Cameras are not widely used nowadays for x-ray diffraction studies 
since they involve photographic films and processing, which is time 
consuming; they also require the storage and disposal of chemicals. 
Additionally, film storage can be a problem when many analyses have 
been performed. We have included for completeness the method used for 
precise lattice parameter determination with a Debye-Scherrer camera, 
and at the end of this module you will find an exercise using this method. 
However, it is unlikely that you will encounter this method in practice. 

Debye-Scherrer Cameras 

Various effects that can lead to errors in the measurement of e in the 
Debye-Scherrer camera are 

• Film shrinkage 
• Incorrect camera radius 
• Off -centering of specimen 
• Absorption in specimen 
• Divergence of the beam 

Some textbooks on x-ray diffraction (see the Bibliography) have dis­
cussed in detail the origin of these effects and how they can be corrected 
to achieve high precision in lattice parameter measurements. Considera­
tions of the possible errors led to the development of extrapolation 
functions such as 

cos2 a Bradley-Jay function 

cos2 a cos2 a 
--+ -- Nelson-Riley function 
sin a a 

When the lattice parameter is plotted against any of these extrapola­
tion functions, a straight line can be drawn through the points. The lattice 
parameter corresponding to the value of 0 for these extrapolation func­
tions (Le., e = 90°) gives the true value of the lattice parameter, aev as 
shown in Fig. 3.2. 

The Nelson-Riley extrapolation function has the advantage that it has 
a greater range of linearity and hence is useful when only a few high-angle 
reflections are present; reflections down to e = 60° can also be used in this 
case. Further, the preciSion obtainable with the Nelson-Riley extrapola­
tion function is better than what can be obtained with the Bradley-Jay 
extrapolation function. 
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FIG. 3.2. The true value of the lattice parameter (ao) is obtained by extrapolating the straight line of 
the lattice parameter versus an extrapolation function of e to the value corresponding to 0, i.e., for e 
= 90°. 

Diffractometers 

You are more likely to use a diffractometer than a camera to obtain an 
x-ray diffraction pattern. Use of diffractometers avoids many of the 
problems assodated with cameras. Another big advantage is that the data 
can be stored on floppy disks and easily retrieved. It is also possible to 
produce high-quality versions (suitable for publication purposes!) of the 
diffraction patterns using, for example, laser printers. (All the x-ray 
diffraction patterns in this book have been produced in this way.) In 
addition, the data can also be directly processed by using computer 
software to obtain information about the structure, lattice parameters, 
lattice strain, crystallite size, etc., of the spedmen. 

A diffractometer is a more complex apparatus than a camera and 
therefore more subject to misalignment of its component parts. In a 
diffractometer, the important sources of error in calculating sin e are 

1. Misalignment of the instrument. 
2. Use of a flat spedmen instead of a spedmen curved to conform to 

the focusing drde. This error is minimized, with loss of intensity, 
by decreasing the irradiated width of the spedmen by means of an 
inddent beam of small horizontal divergence. 

3. Absorption in the spedmen. The spedmen thickness should be so 
chosen as to get reflections with the maximum intensity possible. 
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4. Displacement of the specimen from the diffractometer axis. This is 
usually the largest single source of error and causes an error in d 
given by 

Ad D cos2 6 

d=- Rsin6 
(3.4) 

where D is the displacement of the specimen surface from the center 
of the diffractometer circle and R is the radius of the diffractometer 
circle. 

S. Vertical divergence of the incident beam. This error is minimized, 
with loss of intensity, by decreasing the vertical opening of the 
receiving slit. 

Since Mid varies differently with different errors, a single extrapola­
tion function is not satisfactory in this case. For example, Mid varies as 
cos2 a for errors 2 and 3 but as cos2 a/sin a for error 4. Therefore, the best 
way of deciding which of these errors is more significant would be to 
extrapolate the lattice parameter against cos2 a/sin a and against cos2 a 
and see which function gives a better straight line and then decide which 
error is more significant. 

No matter what method of recording the x-ray diffraction pattern you 
use, it is necessary to have as many reflections as possible in the high -angle 
region of the diffraction pattern so that you will have many points 
enabling you to draw the best possible straight line. When a peak is 
resolved into a., and ~ components, you will have two lattice parameter 
points for each hkl value, one for each component of the resolved peak. 
The resolution of the peak into a.1 and ~ components can be achieved by 
simply enlarging the 2a scale. Further, the number of diffraction peaks in 
the pattern from a given material can be increased by 

• Decreasing the wavelength of the radiation used (use Mo Ka. instead 
of eu Ka.), but this may not always be possible because most 
laboratories will have only one target. 

• Using both the Ka.1 and K~ components; this is easy to do because 
a well-annealed and reasonably large grained material will give a 
sharp and well-resolved diffraction pattern, and the angular sepa­
ration between a.} and ~ increases with increasing value of a. 

• Using the Ka. (Ka.1 and K~ components when they are resolved) 
and Kf3 components (i.e., unfiltered radiation); this also is not 
usually possible because modem diffractometers use mono chroma­
tors that are aligned to diffract only the Ka. component. 
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Errors are of two kinds: random and systematic. Random errors are chance errors, 
such as those involved in measuring the position of the diffraction peak. These errors 
may be positive or negative, and they do not vary in a regular manner with some 
particular parameter, say the Bragg angle 8. Systematic errors, on the other hand, 
vary in a regular manner with 8, and these errors always have the same sign. For 
example, the value of the lattice parameter a always decreases as 8 increases due to 
the systematic errors. 

If Ka. and K/3 components are both in the inddent beam, then realize 
that all the crystal planes diffract the Ka. and K/3 radiations. The presence 
of K/3 peaks in a pattern can usually be revealed by calculation, since if a 
certain set of planes reflect K/3 radiation at an angle 8~ they must also 
reflect Ka. radiation at an angle 8a (unless 8a exceeds 90°), and one angle 
may be calculated from the other from the relation 

}..2 

~a (sio.2 ep) = sin2 8a 
}..KJI 

(3.5) 

where A.ia/A.~ has the value 1.226 for Cu K radiation and is near 1.2 for 
most radiations. 

The best possible straight line through the several points can be drawn 
by using the least-squares method, which states that the most probable 
value of the measured quantity is that which makes the sum of the squares 
of the errors a minimum. Note that the random errors involved in 
measuring the peak positions are responsible for the deviation of the 
various points from the extrapolation line. 

An analytical method that minimizes the random errors in a repro­
dudble and objective manner has been proposed by Cohen (M. U. Cohen, 
Rev. Sa. Instrum. 6 (1935), 68; 7 (1936), ISS), and it can be used to 
calculate the lattice parameters predsely for cubic and noncubic systems. 
The details of the calculation for the cubic system follow. (You can modify 
the calculations for noncubic systems by using the appropriate plane 
spadng equations listed in Appendix 1.) 

Squaring the Bragg equation and taking logarithms, we get 

log sin 2 e = log ( ~2 ) - 2 log d 

Differentiating Eq. (3.6) gives 

L\ sin2 e 2 L\d 
sin2 e =---a 

(3.6) 

(3.7) 
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The straight line Y = a + bx should be fit through the experimental points 
(Xl' Yl)' (x2' Y2)' ..• , (Xn' Yn) so that the sum of the squares of the distances of the 
points from the drawn straight line is a minimum, where the distance is measured 
in the Y direction. 

H we assume that the combined systematic errors take the form 

(3.8) 

then combining Eqs. (3.7) and (3.8) gives 

!l sin2 6 = - 2K cos2 6 sin2 6 = D sin2 26 (3.9) 

where D is a new constant. (This equation is valid only when the cos2 a 
extrapolation function is valid. H some other extrapolation function is 
used, Eq. (3.8) must be modified accordingly.) The meaning of Eq. (3.9) 
is that the observed sin2 a value for any given peak will be in error by 
the amount D sin2 2a as a result of the combined action of the systematic 
errors. 

The true value of sin2 a for any diffraction peak is 

(3.10) 

where ao is the true value of the lattice parameter we wish to obtain. But 

sin2 6 (observed) - sin2 6 (true) =!l sin2 6 (3.11) 

sin2 6 (observed) - A,22 (h2 + f(2 + [2) = D sin2 26 (3.12) 
4ao 

or 

sin2 6 (observed) = Aa + Q) (3.13) 

where A = A,2j4a~, a. = (h2 + ~ + P), C = DIlO, and 0 = 10 sin2 2a. (The 
factor lOis introduced into the definition of C and 0 solely to make the 
coefficients of the various terms in the normal equations of the same 
order of magnitude.) The parameter D is called the "drift" constant, and 
is a fixed quantity for any diffraction pattern but differs from one pattern 
to another. Best precision is achieved when the value of D is as small as 
possible. Equation (3.13) can be written for each reflection in the x-ray 
diffraction pattern. 
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In Eq. (3.13), we know sin2 9 (observed), u from the indexing of the 
pattern, and o. (Remember to use the observed 9 values to calculate the 
o values.) By solving the simultaneous equations for the observed reflec­
tions, we can calculate A and C. From A, the true value of the lattice 
parameter, ao' can be calculated. 

The foregoing procedure can be combined with the least-squares 
principle to minimize the effect of random observational errors. Because 
of these errors, Eq. (3.13) does not hold exactly for any particular 
reflection, but instead the quantity Au + C&-sin2 9 (observed) differs from 
zero by a small quantity, e. According to the theory of least squares, the 
best values of the coefficients A and C are those for which the sum of the 
squares of the random observational errors is a minimum; Le., 

L (e)2 = a minimum = L [Aa + cS - sin2 e (observed)]2 (3.14) 

A pair of normal equations can be obtained by differentiating Eq. (3.14) 
with respect to A and C and equating them to zero. Thus, 

L a sin2 e = A L a2 + C Lao 

L 0 sin2 e = A L as + C L 02 

(3.15) 

(3.16) 

By solving these equations we determine A, and from this value of A the 
true lattice parameter ao can be determined. 

WORKED EXAMPLE 

Let's now determine the lattice parameter of aluminum, an fcc metal, 
using both the extrapolation function and Cohen's least-squares methods. 
The x-ray diffraction pattern in Fig. 3.3 was recorded at 25°C with Cu Ku 
radiation. Since we are interested in the precise lattice parameter, we need 
to concentrate only on high-angle peaks. Accordingly, we consider the 
three high-angle peaks (in the 29 angular range of 110 to 150°), which 
have been resolved into u l and u2 components. The data are summarized 
in Table 3.l. 

We can now plot the lattice parameters calculated against the 
(cos2 9)/(sin 9) extrapolation function, as shown in Fig. 3.4. By drawing 
the best possible straight line through these points, we find that the true 
lattice parameter of aluminum is ao = 0.404929 nm. 

To use Cohen's analytical method, we need values of u, 0, u2, nO, and 
02, and we need to sum the u2, nO, and 02, u sin2 9, and 0 sin2 e values to 
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FIG. 3.3. X-ray diffraction pattern of aluminum showing only the high-angle region. 

TABLE 3. 1. Calculation of the Lattice Parameter of Aluminum 

Material: Aluminum Radiation: eu Ka 

sin2 a 

sin2 a 
adjusted to 

Peak # a (0) }.. Kala hkl a(nm) 

56.017 Kal 0.68758 0.68758 331 0.404915 

2 56.232 K<X:z 0.69105 0.68763 331 0.404900 
3 58.291 Kal 0.72374 0.72374 420 0.404922 

4 58.523 K<X:z 0.72735 0.72375 420 0.404920 
5 68.735 Kal 0.86846 0.86846 422 0.404929 
6 69.107 Ka2 0.87282 0.86849 422 0.404922 

a 5in2 aKa1 (acII) = sin2 aKal (}..~all }..~al). 
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TABLE 3.2. Data Required for Cohen's Analytical Method 

Material: Alurrllnum Radiation: eu Ka 

Peak # a & a 2 at> &2 a sin2 ea & sin2 ea 

19 8.6 361 163.4 73.96 13.06402 5.91319 

2 19 8.5 361 161.5 72.25 13.06497 5.84486 

3 20 8.0 400 160.0 64.00 14.47700 5.79080 
4 20 7.9 400 158.0 62.41 14.47500 5.71763 
5 24 4.6 576 110.4 21.16 20.84280 3.99487 

6 24 4.4 576 105.6 19.36 20.84760 3.82206 

:E a 2 = 2674 :E at> = 858.9 :E &2 = :E a sin2 e = :E & sin2 e = 
313.14 96.77139 31.08341 

'Remember to use the sin2 e values adjusted to the Kat wavelength. 

formulate the normal equations. These values are listed in Table 3.2. The 
normal equations are 

A L a2 + C L ao = L a sin2 e 

A L ao + C L 02 = L 0 sin2 e 
Substituting the appropriate values from Table 3.2, we get 

2674A + 858.9C = 96.77139 

858.9A + 313.14C= 31.08341 

• 
0.404910 

0.404900 • 

0.404890 L..-__ --1 ___ --1.. ___ ....L __ ----l 

o 0.1 0.2 

cos2e 
sine 

0.3 0.4 

(3.15) 

(3.16) 

FIG. 3.4. Extrapolation of the calculated lattice parameter of alurrllnum against (cos2 e) /(sin e). 
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Solving the equations gives A = 0.0361895 and G= 7.8 x 10-7 • Hence, the 
true lattice parameter for aluminum is ao = ')../2 ...fA = 0.40491 nm. 

Also note that G = 7.8 X 10-7 and D = lOG = 7.8 x 10-6, a very small 
value. Hence, we have a highly precise value of the lattice parameter. 

EXPERIMENTAL PROCEDURE 

Take fine silicon powder and record the x-ray diffraction pattern with 
Cu Ko. radiation in the 28 angular range of 100 to 1600 • (We have provided 
the pattern in Fig. 3.5 if you are not able to record your own.) Make sure 
that the 0.1 and ~ components are well resolved in the diffraction pattern. 
Index the reflections in the diffraction pattern, using the procedure 
described in Experimental Module 1. (Remember that if you have already 
indexed the diffraction pattern of silicon in Experimental Module 1, you 
need not start from the beginning!) Calculate the lattice parameter for 
each reflection (for the 0.1 and 0.2 components) and plot the lattice 

III 
D.. 
U 

3 • .-----------~----------------------------------__. 

100 120 140 160 

2 Theta 
FIG. 3.5. X-ray diffraction pattern of silicon showing only the high-angle region. 
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While calculating the lattice parameter from different reflections, you should use 
the wavelengths of the a l and a2 components listed in Table 2, Part 1. Once again, 
for Cu Ka these values are AKal = 0.154056 nm and AKa2 = 0.154439 nm. 

parameter against cos2 S/sin S and against cos2 S. Find the lattice parameter 
corresponding to the value of 0 for the given extrapolation functions (Le., 
at S = 90°). Compare your value with that listed in standard reference 
books (ao = 0.5431 nm). How dose were you? 

RESULTS 

Show your calculations in Table 3.3. The lattice parameter of silicon 
calculated from the extrapolation functions is 

cos2 9 function run 

TABLE 3.3. Work Table for Indexing the Diffraction Pattern of Silicon 

Material: Silicon Radiation: eu Ka 

Peak # 29 (0) A hkl a (run) cos2 9 (cos2 9)/(sin9) 

1 106.723 KUl 

2 107.127 KU2 

3 114.101 KUl 

4 114.551 KU2 

5 127.556 KU1 

6 128.141 KU2 

7 136.933 KUl 

8 137.669 KUz 

9 158.684 KUl 
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cos2 0 
--function run 
sinO 

EXERCISES 

3.1. Calculate the lattice parameter of silicon (from the observed 29 
values in your experiment), using Cohen's least-squares method. How 
does this value compare with that determined by the extrapolation 
methods? 

3.2. The following data were obtained from a Debye-Scherrer pattern 
of lead, an fcc metal, made with Cu Ka radiation. 

A. Kal 

e 67.080 

35 

Ka2 

67.421 

36 

Kal 

69.061 

36 

Ka2 

69.467 

40 

Kal 

79.794 

40 

Ka2 

80.601 

Determine the lattice parameter, accurate to four significant figures, by 
graphical extrapolation of the lattice parameter a against cos2 9 and 
against (cos2 9)/(sin 9) + (cos2 9)/9. Also calculate the lattice parameter 
by using Cohen's least-squares method. 



EXPERIMENTAL MODULE 4 

Phase Diagram Determination 

OBJECTIVE OF THE EXPERIMENT 

To determine the solid-state portion of a binary phase diagram by x-ray 
diffraction methods. 

MATERIALS REQUIRED 

Fine powders (-325 mesh, <45 J.lminsize) ofMgO andNiO and reacted 
mixtures of MgO with 20,40, 60, and 80 mol% NiO. 

BACKGROUND AND THEORY 

Phase diagrams are very useful in materials sdence because they 
establish the phase fields of a system (i.e., which phases are present) at 
different temperatures and compositions (and pressures). Many phase 
diagrams show the presence of primary (or terminal) solid solutions, and 
some also show the occurrence of secondary solid solutions (or interme­
diate phases). Three typical phase diagrams are shown in Fig. 4.1. Figure 
4.1a shows an isomorphous system in which the two components, Ge 
and Si (both semiconductors), are completely soluble in each other in the 
liquid and solid states. Figure 4.1 b shows a simple eutectic system in which 
the two components, MgO and CaO (both ceramics), have limited solu­
bilities in the solid state but are completely soluble in the liquid state. A 
reacted mixture of MgO-CaO beyond the solid solubility level contains 
both the MgO and CaO solid solution (ss) phases. Figure 4.1c shows a 
more complex phase diagram between AI and Ti (both metals) exhibiting 
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FIG. 4.1. Three typical binary phase diagrams: (a) Ge-Si showing complete solid solubility of Ge in 
Si and Si in Ge-an isomorphous system (Source: Binary Alloy Phase Diagrams, 2nd ed., edited by T. B. 
Massalski. ASM International, Materials Park, OH, 1990, p. 2001, reprinted with permission); (b) 
MgO-CaO system showing limited solid solubility of one component in the other and a eutectic 
reaction (Reprinted with permission of the American Ceramic Sodety, Post Office Box 6136, 
Westerville, OH 43086-6136. Copyright 1964 by the American Ceramic Sodety. All rights reserved) 
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FIG. 4.1. (continued) (c) Ti-Al system exhibiting a number of intermediate phases (Source: Binary 
AII<lY Phase Diagrams, 2nd ed., edited by T. B. Massalski, ASM International, Materials Park, OB, 1990, 
p. 226, reprinted with permission). 

a number of intermediate phases, including limited solid solubility of one 
component in the other. All classes of materials show these (and addi­
tional) types of reactions occurring between them. For example, an 
isomorphous system may be exhibited by metals and ceramics in addition 
to semiconductors. Similarly, a eutectic system may be found between 
metals and between semiconductors, and complex phase diagrams are 
common in all classes of materials. Further, note that phase diagrams are 
also established for ternary (three components), quaternary (four com­
ponents), and higher-order systems. However, in this module, we con­
centrate only on binary (two-component) systems. 

The boundary separating a single-phase solid region from a two-phase 
solid region is called a solvus line, and the composition represented by 
the solvus line determines the maximum solid solubility of the solute in 
the solvent at any given temperature. Also note that a horizontal (con­
stant temperature) line drawn across the phase diagram must pass 
through single-phase and two-phase regions alternately. In other words, 
two Single-phase regions must always be separated by a two-phase region, 
and two two-phase regions must always be separated by a single-phase 
region. For example, in Fig. 4.2 notice that the horizontal line repre­
senting the temperature Tl goes from u- to (u + ~)- to ~-phase fields. 
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FIG. 4.2 Solid-state portion of a binary phase diagram showing that at any temperature two 
single-phase regions are always separated by a two-phase field. At any temperature the relative 
proportions of the two phases in a two-phase field can be found by using the "lever rule.' 

Determining the position of solvus lines is therefore necessary to 
establish the maximum solid solubility levels under a given set of condi­
tions. The solvus lines-in fact the full phase diagram--can be determined 
by several methods, including thermal analysis, dilatometry, and micro­
scopic examination. However, the sensitivity of these methods is limited 
when solid-solid phase boundaries have to be determined. The x-ray 
diffraction technique, on the other hand, provides an easy and reliable 
method for determining the solid-solid phase boundaries. Additionally, 
x-ray diffraction provides a method to determine the crystal structure of 

The relative proportions of the phases in a two-phase mixture can be obtained by 
using the familiar "lever rule." As an example, let's look at Fig. 4.2 again. If we 
choose the composition of the alloy to be Co' then it consists of two phases, ex. and 13. 
The composition of the ex. phase, Cat is given by the point of intersection of the tie 
line (the horizontal line representing a constant temperature) with the solvus line 
on the A-rich side. The composition of the coexisting 13 phase, clI' is similarly obtained 
from the point of intersection of the tie line with the solvus line on the B-rich side. 
The weight fraction of the ex. and ~ phases in this alloy at temperature Tl can be 
found from the lever rule to be 

and 
Co - Co; 

wlI =-­
clI - Co; 
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the various phases involved, but it may not be suitable for determining 
the phase boundaries involving liquid phases. 

It is important to remember the following facts while determining the 
solid-solid phase boundaries by x-ray diffraction techniques. 

• In a single-phase region, a change in composition generally pro­
duces a change in lattice parameter and, therefore, a shift in the 
position of the diffraction peaks of that phase. The lattice parameter 
increases (the diffraction peaks are shifted to lower 29 values) if the 
solute has an atomic size larger than that of the solvent. If the solid 
solution is noncubic (has unequal lattice parameters), then one of 
the parameters may increase and the other(s) may decrease, but the 
unit-cell volume always increases. The reverse is true if the atomic 
size of the solute is smaller than that of the solvent. 

• In a two-phase region, a change in composition of the alloy pro­
duces a change in the relative amounts of the two phases, but the 
compositions of the two coexisting phases remain constant. Re­
member, these compositions may be found as the points of inter­
section of a "tie line" with the boundaries of the two-phase field. 
Consequently, there is no change in the lattice parameter(s) and, 
hence, in the position of the diffraction peaks, but only in the 
intensity of the reflections. (Estimation of phase proportions from 
changes in the intensity of reflections is demonstrated in Experi­
mental Module 7.) 

Let's now consider how the solid-state portions of a phase diagram can 
be determined with x-ray diffraction techniques. We first describe the 
parametric method (in which we use the variation of the lattice parameter 
with composition) to exactly locate the solvus lines for the ex and ~ phases 
in Fig. 4.3a. Assume, for simplicity, that the a phase has an fcc structure 
and the ~ phase a bcc structure. A series of alloys, 1 to 8, is equilibrated 
at a temperature TJI where the ex- and ~-phase fields are expected to have 
maximum range. All the alloys are then quenched to room temperature 
and their x-ray diffraction patterns are recorded. The diffraction patterns 
of alloys 1 and 2 show the presence of only the ex phase, and alloys 7 and 
8 show only the ~ phase. The other alloys show both ex and ~ phases. The 
lattice parameters of the a phase in alloys 1 to 6 and that of the ~ phase 
in alloys 3 to 8 are calculated from the procedures described in Experi­
mental Module 1. The lattice parameters of the ex and ~ phases are plotted 
in Fig. 4.3b. 

Notice that the lattice parameter versus composition curves have two 
branches: an inclined branch mn followed by a horizontal line for the ex 
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(a) 
Composition 

3 4 5 6 

3 4 5 6 

m 
p 

A Composition B 

(b) 

FIG. 4.3. Parametric method to determine the positions of solvus lines in a binary phase diagram. (a) 
Phase diagram and compositions (positions) of the alloys chosen. Alloys I and 2 are in the a-phase 
field, 7 and 8 in the ~-phase field. and 3 through 6 in the two-phase, a + ~ phase, field. (h) Variation 
of lattice parameters of the a and ~ phases with composition. 

phase on the A-rich side and an inclined branch pq followed by another 
horizontal line for the ~ phase on the B-rich side. These two horizontal 
lines will not meet since the lattice parameters of the saturated a and ~ 
solid solutions are different. Further, phases with a "simple'" bee structure 
normally have a lattice parameter smaller than those with a "simple fcc 
structure. The inclined portions at either end of the figure show that the 
lattice parameter varies with composition in the solid solution region, and 
the horizontal branches show that the a and ~ phases in alloys 3 to 6 are 
saturated, since the lattice parameters do not change with change in alloy 
composition. The solid solubility of B in A (Le., the limit of the a-phase 
field) at Tl is thus given by the point of intersection (Xl) of the two branches 
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of the lattice parameter curve on the A-rich side. The solid solubility of A 
in B is similarly given by the point of intersection (YI) of the two branches 
of the curve on the B-rich side. 

The solid solubility limits of B in A and of A in B at other lower 
temperatures can be determined in a similar way, but it is not required to 
use all the alloy compositions; instead, it is suffident if we use only one 
two-phase alloy. Let's look at Fig. 4.3a again and concentrate on alloy 3 
or 4 (in the two-phase region). The enlarged portion of the A-rich side of 
the phase diagram is reproduced in Fig. 4.4a, and from this we notice that 
the solid solubility of B in A decreases with decreasing temperature. 
Accordingly, the solubility is Xl at temperature Tl' x2 at T2, etc. We now 
equilibrate alloy 4 at different temperatures, quench it to room tempera­
ture, record the x-ray diffraction patterns, and measure the lattice pa­
rameter of the ex. phase. These lattice parameter values are superimposed 
on the plot we obtained earlier for different alloys at TI (Fig. 4.4b). On 
drawing a horizontal line through this lattice parameter value for an alloy 
equilibrated at T2, you will notice that it intersects the mn line at a point 
corresponding to x2' representing the solid solubility of B in A at this 
temperature. The solid solubility values at any other temperature can also 
be found as the point of intersection between the inclined portion mn in 
Fig. 4.4b and the horizontal line drawn through the lattice parameter 
obtained at that temperature. These maximum solid solubility values 
at different temperatures can then be plotted in the form of a phase 
diagram-temperature versus composition-from which the solid solu­
bility at any other temperature can also be determined. The solvus line 
on the B-rich side of the phase diagram can be established in a similar 
way. 

In reality, the phase diagrams are not quite as simple as we have made 
them out to be. Quite frequently, they contain intermediate phases-sec­
ondary solid solutions or intermetallic compounds (see, for example, Fig. 
4.1c). The preceding method can also be used to determine the solvus 
lines that bound the secondary solid solutions and intermediate phases, 
but remember that each phase has its own characteristic x-ray diffraction 
pattern. Also remember that the alloys always need to be equilibrated and 
that, at any given temperature, irrespective of the number of phases 
present or complexity of the phase diagram, two single-phase regions are 
always separated by a two-phase region. 

The slope of the lattice parameter versus composition curve (Fig. 4.4b) 
(determined primarily by the relative sizes of the solute and solvent atoms 
and to some extent by the strain in the alloy system) is important since it 
determines the accuracy with which the solvus curve can be determined. 
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FIG. 4.4. (a) Enlarged portion of the A-rich side of the binary A-B phase diagram in Fig. 4.3a. (b) 
Variation of lattice parameter of the CI. phase with B content. 

If the curve is nearly flat, i.e., if changes in the composition of the solid 
solution produce very small changes in the lattice parameter(s), then the 
composition, as determined from the lattice parameter, is subject to 
considerable error. Consequently, the location of the solvus line is also in 
error. However, if the curve is steep, relatively crude lattice parameter 
measurements may suffice to fix the location of the solvus quite accu­
rately. 

The parametric method can be used even when the crystal structure 
of the phase is so complex that the diffraction pattern cannot be indexed. 
In that case, the plane spacing corresponding to some high-angle peak, 
or, even more directly the 29 value of the peak can be used instead of the 
lattice parameter, and the procedure described in our example can be 
followed to determine the solid solubility limits. 



4 • Phase Diagram Determination 175 

The solid-state portion of the full phase diagram can also be deter­
mined with this procedure. Let's consider a binary system that exhibits 
complete solid solubility of one component in the other. Such a system is 
called isomorphous and is formed when the two components involved have 

• A small difference in atomic size (usually < 15 %) 
• The same crystal structure 
• Similar electronegativities 
• The same valency 

These empirical rules were postulated by Hume-Rothery and are 
frequently observed in metallic solid solutions even though there are 
some exceptions. For example, all the empirical rules are satisfied in the 
Ag-Cu system, but the alloys exhibit a eutectic reaction and not complete 
solid solubility of Cu in Ag and of Ag in Cu. It is certain, however, that if 

The solvus lines can also be determined by using the disappearing-phase method. 
In this method, a series of two-phase (a + (3) alloys are equilibrated at a given 
temperature, quenched to room temperature, and their x-ray diffraction patterns 
recorded. Since we are now dealing with two-phase alloys, the diffraction pattern 
consists of two phases, 0; and 13. First we identify the two phases; then we locate one 
intense peak from each of the phases (the peaks should be close to each other but 
not overlap) and plot the intensity ratio, lr./1ol where lr. and 10. are the relative 
intensities of the peaks from the 13 and 0; phase, respectively, against alloy compo­
sition. Since at the o;/(a+J3) solvus line, the amount of 13 phase is zero (according to 
the lever rule, the amount of the 13 phase decreases as you move toward the A-rich 
side of the phase diagram), extrapolation of the lr.' 10. versus wt% B plot to zero value 
of 1~/ 10. gives the composition of the solvus line at that temperature. The experiment 
can be repeated at different temperatures, and the solvus composition at different 
temperatures established. 

This method, however, suffers from some inherent disadvantages. First, the plot 
of Ip/lo. versus wt% B is not linear, and, therefore, a number of experimental points, 
espedally near the phase boundary, are required for high accuracy. Second, the 
method depends on the disappearance of the 13 phase (and hence the name 
disappearing-phase method), so the accuracy depends on the sensitivity of the x-ray 
diffraction method in detecting small amounts of this phase in a mixture of phases. 
This sensitivity is very high if the two atoms involved have nearly the same atomic 
scattering factor (or atomic number) and if the width of the two-phase field is small. 
Otherwise, the parametric method should be preferred since it depends directly on 
the lattice parameter measurement of the a phase. In fact, in most cases, the 
parametric method is more accurate than the disappearing-phase method. 
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the rules are not obeyed, then the extent of solid solution formation is 
limited. 

In an isomorphous system, the lattice parameter(s) of the solid solu­
tion varies continuously, and almost linearly, with composition since in 
the whole solid solution range the crystal structure is the same but the 
composition is different. Therefore, if we prepare a series of alloys in this 
system, record the x-ray diffraction patterns, and calculate the lattice 
parameter(s), a plot of lattice parameter versus composition (in atomic 
percent) will show an almost linear variation. This continuous variation 
ofthe lattice parameter(s) from one pure component to the other confirms 
the occurrence of an isomorphous system. 

The continuous linear variation of lattice parameter(s) with solute 
content (in atomic percent) is known as Yegard's law and is commonly 
obeyed by solid solutions of ionic salts. Yegard's law is rarely, if ever, 
obeyed by metallic or ceramic solid solutions, which show either a positive 
or a negative deviation from linearity. Solutions having positive values of 
heat of mixing show a positive deviation from Yegard's law, whereas 
solutions having negative values of heat of mixing show negative devia­
tions from Yegard's law. The extent of deviation is especially substantial 
when the solid solutions have a noncubic structure. This relationship is 
often used to estimate the approximate solid solubility levels under 
equilibrium conditions. 

Solid Solubility Determination 
A materials scientist is very rarely called upon to determine the full 

phase diagram. More often than not, all that will be required is to calculate 
or estimate the solid solubility level of one component in another. This 
can be done very easily and most effectively by x-ray diffraction proce­
dures. 

If the identity of the alloy is known and if standard information is 
available in the literature on the variation of lattice parameter(s) with 
solute content for this alloy system (see, for example, the Bibliography 
and Sec. 3.4 of Part I), use these data to generate a master plot of lattice 
parameter versus composition (at% B). Record the x-ray diffraction 
pattern of the alloy under consideration, index the diffraction pattern, 
and calculate the lattice parameter(s), using the methods described in 
Experimental Module 1, if the material is cubic, or those in Experimental 
Module 2, if the material is hexagonal. Then estimate the solute content 
in the alloy from this lattice parameter versus composition master plot. 

If lattice parameter(s) versus solute content information for the alloy 
system under consideration is not available, but you know the lattice 
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If the measured lattice parameter of the alloy phase is significantly far from the 
straight-line position, then it is most likely that the alloy under consideration is not 
in a primary solid solution condition. It may be in a secondary solid solution or 
intermetallic state. In such a case, Yegard's law plot cannot be used to estimate the 
solute content in the alloy. (Remember that if you measure the lattice parameter(s) 
within the secondary solid solution range, then the lattice parameter(s) also varies 
almost linearly with composition.) 

parameter(s) (and crystal structures of the components involved, even 
though this is not necessary when both the components have the same 
crystal structure), then you may assume that Yegard's law is obeyed. Plot 
the lattice parameter(s) of the two components on the y axis and the 
composition on the x axis, and draw a straight line joining the lattice 
parameter values of the two components. Record the x-ray diffraction 
pattern of the alloy whose solid solubility has to be determined, index the 
diffraction pattern, calculate the lattice parameter(s), and, using your 
master plot (linear variation of lattice parameter(s) with solute content), 
estimate the solute content (solid solubility) in the alloy. This does not 
provide an accurate value of the solute content in the alloy since the 
measured lattice parameter usually shows either a positive or a negative 
deviation from the linear plot. 

If the crystal structures of the two components are not the same, it is 
necessary to convert the structure of one component into a hypothetical 
equivalent structure of the other. An exercise at the end of this module 

If the solid solubility level of titanium (hcp crystal structure) in aluminum (fcc crystal 
structure) has to be determined, then titanium may be assumed to have a hypo­
thetical fcc structure. The lattice parameters of the hexagonal unit cell can be 
converted to the face-centered cubic unit cell by using the geometrical relationship 
between the two unit cells. Figure 4.5 shows the atom arrangement on the (100) 
and (Ill) planes of the face-centered cubic unit cell and on the (0001) plane of the 
hexagonal unit cell. Note that the arrangements on (Ill ) fcc and (0001 )hcp are 
identical. Also realize that the atoms are touching along the face diagonal in the 
face-centered cubic unit cell [see the atom arrangement on the (100) plane] and 
therefore alec = 2£r. In the hexagonal unit cell, the atoms are touching along the 
a1 and a2 axes, and therefore ahcp = 2r. From these two relationships, we can write 
ahcp = alec/£. If we assume ideal dose packing of atoms in the hexagonal lattice (for 
which the axial ratio is 1.633), then chcp = (2/Y3)afcc' 
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-I2a = 4r 

• 1411 a .1 
(100)fcc (111}fcc (0001)hcp 

FIG. 4.5. Method to conven the lattice parameters between hexagonal and face-centered cubic 
lattices. 

requires you to use this conversion. Remember that there will be a slight 
change in the atomic size with a change in the coordination number. For 
example, if the coordination number decreases from 12 to 8 (Le., when 
the structure changes from fcc or hcp to bcc) there is a 3 % contraction in 
atomic size. 
Alternatively, the master plot can be established by taking x-ray diffrac­

tion patterns of a series of alloys, indexing them, calculating the lattice 
parameters, and plotting these data versus solute content. You can then 
accurately determine the solute content in an unknown alloy, using this 
master plot. 

If you do not know the identity (chemical nature, crystal structure, or 
lattice parameter(s) of the components involved), then you must first 
identify the substance or determine the crystal structures and lattice 
parameters of the two components involved, as demonstrated in Experi­
mental Module 8. You may then use the Vegard's law approach to 
determine the solid solubility levels. 

EXPERIMENTAL PROCEDURE 

Take fine powders (-325 mesh, <45 J.l.m in size) of MgO and NiO and 
record their x-ray diffraction patterns, using Cu Ka radiation in the 29 
angular range of 25 to 140°. Thoroughly mix MgO and NiO in the 
proportions of MgO + 20, 40, 60, and 80 mol % NiO, giving a total of four 
powder mixtures. Heat-treat these mixtures at 1500°C for 8 h and slowly 
cool these alloys to room temperature. Record the x-ray diffraction 
patterns of these reacted mixtures, using Cu Ka radiation. Index all the 
diffraction patterns by using the procedure in Experimental Module 1 and 
calculate the lattice parameters. Plot the lattice parameters against mol % 
NiO and observe whether a continuous linear variation is obtained 
between lattice parameter and solute content. The x-ray diffraction 
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patterns of MgO, MgO-20NiO, Mg0-40NiO, Mg0-60NiO, Mg0-80NiO, 
and NiO are presented in Figs. 4.6 to 4.11, in case you are not able to 
record them yourself. 

Note: We are not providing any worked example for this module, since 
the experiment involves only measurement of the lattice parameters of 
cubic materials; you did this in Experimental Module 1. If the materials 
under consideration have a hexagonal structure, their lattice parameters 
can be determined from the procedures in Experimental Module 2. 

RESULTS 

Tabulate your calculations for the MgO and NiO powders and all the 
reacted mixtures in Tables 4.1 to 4.6 and complete the summary table 
(Table 4.7). Plot the lattice I'arameters against mol % NiO content, using 
Fig. 4.12. Does the lattice parameter vary exactly linearly with the NiO 
content? Comment on this result. 
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FIG. 4.6 X·ray diffraction pattern of MgO. 
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TABLE 4. 7. Work Table for Pure MgO 

Material: Pure MgO Radiation: eu Ka. A. = 0.154056 run 

sin2 a 
sin2 a sin2 a 

h2+!?+z2 Peak # 2a (0) 
sin2 amin 5in2 amin 

x3 hkl a (run) 

1 36.90 

2 42.79 

3 62.12 

4 74.49 

5 78.49 

6 93.93 

7 105.71 

8 109.84 

9 127.16 



I/) 
0.. 
() 

213 

'T 
26 

4 • Phase Diagram Determination 787 

~ ~ ,-
'I 'I 'I 'I 'I 'I 'I 'I 'I 'I 'I TT 'I 'I 'r 
40 60 80 100 120 

2 Theta 

FIG. 4.7. X-ray diffraction pattern of Mg0-20 mol% NiO. 
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TABLE 4.2. Work Table for MgO + 20 mol % NiO 

Material: MgO + 20 mol % NiO Radiation: eu Ka A = 0.154056 nm 

sin2 8 
sin2 8 sin2 8 

h2+!?+z2 Peak # 28 (0) 
sin2 8min sin2 8min 

x3 hkl a (nm) 

1 36.90 

2 42.91 

3 62.35 

4 74.84 

5 78.73 

6 94.28 

7 105.95 

8 1l0.07 

9 127.63 
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FIG. 4.8. X-ray diffraction pattern of Mg0-40 mol% NiO. 
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TABLE 4.3. Work Table for MgO + 40 mol% NiO 

Material: MgO + 40 mol % NiO Radiation: eu Ka. A. = 0.154056 nm 

sin2 8 
sut 8 sut 8 

h2+K-+r Peak # 28 (0) 
sut 8min sut 8min 

x3 hkl a (nm) 

1 37.02 

2 43.03 

3 62.59 

4 74.96 

5 78.97 

6 94.40 

7 106.18 

8 110.19 

9 128.10 
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FIG. 4.9. X-ray diffraction pattern of Mg0-60 mol% NiO. 
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TABLE 4.4. Work Table for MgO + 60 mol % NiO 

Material: MgO + 60 mol % NiO Radiation: eu Ka. A = 0.154056 nm 

sin2 e 
srrf e srrf e 

h2+!l-+r Peak # 2e (0) 
srrf emin srrf emin 

x3 hkl a(nm) 

1 37.06 

2 43.10 

3 62.72 

4 75.10 

5 79.07 

6 94.60 

7 106.52 

8 110.61 

9 128.48 
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FIG. 4.10. X-ray diffraction pattern of MgO-BO mol% NiO. 
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TABLE 4.5. Work Table for MgO + 80 mol% NiO 

Material: MgO + 80 mol % NiO Radiation: eu Ka A. = 0.154056 nm 

sin2 6 
sut 6 sut 6 

h2+Jl-+r Peak # 26 (0) 
sut 6min sut 6min 

x3 hkl a (nm) 

1 37.14 

2 43.10 

3 62.72 

4 75.22 

5 79.19 

6 94.84 

7 106.63 

8 110.72 

9 128.82 
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FIG. 4.11. X-ray diffraction pattern of NiO. 
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TABLE 4.6. Work Table for Pure NiO 

Material: Pure NiO Radiation: eu Ka A = 0.154056 run 

sin2 8 
sin2 8 sin2 8 

h2+!?+r Peak # 28 (0) 
sin2 8min sin2 8min 

x3 hkl a (run) 

1 37.30 

2 43.32 

3 62.90 

4 75.43 

5 79.40 

6 95.08 

7 106.99 

8 111.13 

9 129.19 
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TABLE 4.7. Summary Th.ble for Experimental Module 4 

Alloy # Composition (mol% NiO) Lattice parameter (nm) 

1 o (pure MgO) 

2 20 

3 40 

4 60 

5 80 

6 100 (pure NiO) 

0.422 
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FIG. 4.12. Variation of lattice parameter of MgO-NiO reacted mixtures with NiO content. 



192 1/ • Experimental Modules 

EXERCISES 

4.1. Draw a schematic phase diagram of a system A-B showing a 
simple eutectic reaction and substantial solid solubility of B in A (a. phase) 
and negligible solid solubility of A in B a~ phase). Sketch the room-tem­
perature x-ray diffraction patterns of several alloys in the system, assum­
ing that the B atom has a smaller size than A. Also assume that both the 
a. and f3 phases have the fcc structure. 

4.2. The solid solubility of titanium (hcp) in aluminum (fcc) can be 
substantially increased by processing their powders under nonequili­
brium conditions, even though the equilibrium solid solubility is virtually 
nil. Suggest the procedure you would adopt if you need to determine the 
solid solubility of titanium in aluminum by x-ray diffraction techniques. 
(Hint: Assume that Vegard's law is obeyed and convert the lattice parame­
ters of the hexagonal unit cell of titanium to a hypothetical face-centered 
cubic unit cell. The lattice parameters of these metals are aAI = 0.4049 nm, 
aT! = 0.2951 nm, and Crt = 0.4683 nm.) 



EXPERIMENTAL MODULE 5 

Detection of Long-Range Ordering 

OBJECTIVE OF THE EXPERIMENT 

To detect the presence of long-range ordering and quantify the long­
range order parameter by x-ray diffraction methods. 

BACKGROUND AND THEORY 

In a binary substitutional solid solution (or compound), the two kinds 
of atoms (A and B) are arranged more or less at random on the atomic 
sites of the lattice. When cooled below a critical temperature Tc' the A 
atoms in the solid solution arrange themselves in an orderly manner on 
one set of lattice sites, and the B atoms arrange themselves on another 
lattice site. The material is then said to be in an ordered state. When the 
material is heated above Tc' the atomic arrangement again becomes 
random and the material is said to be in a disordered condition. Since the 
constituent atoms of the alloy or compound need to occupy spedfic lattice 
sites in the ordered condition, the order-disorder transformation usually 
occurs at compositions in which the two types of atom are in simple ratios, 
say 1:1, 1:2, 1:3, .... Perfect ordering takes place at the stoichiometric 
composition. When the order-disorder transformation takes place away 
from this stoichiometry, then some amount of disordering is present at 
low temperatures because there is an excess of one type of atoms, and 
these atoms have to necessarily occupy the "wrong" lattice sites. You 
should also realize that the order-disorder transformation occurs in 
ternary and higher-order alloys and in interstitial solid solutions and 
compounds. 

193 
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When the periodic arrangement of A and B atoms persists over large 
distances in the crystal, it is known as long-range order. If all the A and 
B atoms in the solid solution (or compound) occupy the "right" lattice 
sites, then ordering is said to be perfect. The degree of perfection is 
quantified by the long-range order parameter S. For perfect long-range 
order the value of S = 1, and for perfect disorder S = 0; it has an 
intermediate value (between ° and 1) if some of the atoms occupy the 
"wrong" lattice sites. 

In a binary solid solution A-B, let's assume that the A atoms occupy 
the a. sites and the B atoms the 13 sites. This situation is considered as the 
"right" atoms occupying the "right" sites. If an A (or B) atom occupies the 
13 (or a.) site, then it is considered that the A (or B) atom is occupying the 
"wrong" site. With this definition, S can be defined as 

p-r 
s=-­

l-r 

(5.1 ) 

where p is the fraction of a. sites occupied by A atoms (or the 13 sites 
occupied by B atoms) and r is the fraction of A (or B) atoms in the alloy. 
As an example, consider l3-brass (an alloy of 50 at% Cu and 50 at% Zn). 
In the ordered condition, l3-brass has the cubic CsCl'structure (see Fig. 
25 in Part I) in which the Cu atoms occupy the cube corner positions, 
which have coordinates 0,0,0, and the Zn atoms occupy the body center 
positions, which have coordinates t,t,t (or vice versa). Hence, if we 
consider 100 atoms in a crystal of l3-brass, the alloy is perfectly ordered 
when all 50 Cu atoms occupy the cube corner positions and all 50 Zn 
atoms occupy the body center positions. Then from Eq. (5.1) we get 

1 - 0.5 
S=--=l 

1 -0.5 

(5.2) 

On the other hand, if there is some disordering (e.g., if only 47 Cu atoms 
occupy the cube corner positions), then p = 47/50 = 0.94, and 

0.94 - 0.5 (5.3) 
S= = 0.88 

1- 0.5 

As a consequence, the long-range order parameter S decreases as more 
and more atoms occupy the "wrong" sites (Le., the amount of disorder 
increases), and S reaches a value of zero for complete disorder. 

The order-disorder transformation is observed in a variety of alloys 
and compounds. Most intermetallics and ceramic compounds are in a 
permanently ordered condition in the solid state; Le., they do not undergo 
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disordering in the solid state but get disordered only on melting (when 
they are in the liquid state). On the other hand, some alloys show the 
order-disorder transformation in the solid state, such as, Cu-Au, Cu-Zn, 
Fe-AI. 

The transformation from the disordered state to the ordered state is 
accompanied by changes in the physical and mechanical properties of the 
material. The ordered alloys are usually stronger and harder, have a lower 
electrical resistivity, and a higher electrical conductivity than their disor­
dered counterparts. Therefore, it is possible to detect the order-disorder 
transformation by following the changes in these properties as a function 
of temperature. However, x-ray diffraction is a powerful technique allow­
ing the presence of ordering in a material to be detected and the degree 
of ordering to be quantified. 

We shall use the classic Cu3Au alloy to study the order-disorder 
transformation by x-ray diffraction procedures. Since copper and gold 
atoms satisfy the Hume-Rothery criteria for complete solid solution 
formation (see Experimental Module 4), Cu-Au alloys form an isomor­
phous system and the solid (Au,Cu) phase has the fcc structure at all 
compositions, as shown in Fig. 5.1. At temperatures above Tc (Tc = 390°C), 
the copper and gold atoms in Cu3Au are arranged at random on the atomic 
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FIG. 5.1. Copper-gold binary phase diagram. Note that the alloy at the composition of 75 at% Cu, 
i.e., CU3Au, undergoes the order-disorder transformation at 390·C. (Source: Binary Alloy Phase 
Dia9rams, 2nd ed., edited by T. B. Massalski, ASM International, Materials Park, OH, 1990, p. 360, 
reprinted with permission). 
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sites in a face-centered cubic lattice. Since it is not possible to distinguish 
the copper and gold atoms in the disordered condition, we can consider 
that each atomic site of the lattice is occupied by an Uaverage" Cu-Au 
atom made up of ~Cu + ~Au, Le., the exact proportion of the atoms in the 
alloy. On cooling the alloy to lower temperatures, below Tc, the constitu­
ent atoms occupy spedfic lattice sites in the original face-centered cubic 
lattice (ordered condition). Since the ratio of face-centered to cube corner 
positions in the unit cell is 3: 1, the copper atoms occupy the face-centered 
positions and the gold atoms occupy the cube corner positions. Figure 5.2 
shows the unit cells of the compound in both the disordered and ordered 
conditions. Notice that while the Bravais lattice is face-centered cubic in 
the disordered condition, it is primitive cubic in the ordered condition. 
Since the crystal structure in the ordered and disordered conditions is 
cubic and they have practically the same lattice parameters, there will be 
little change in the positions of the diffraction peaks, but the spedfic 
occupancy of the atoms in the ordered lattice results in additional reflec­
tions in the x-ray diffraction pattern (see also the structure factor equa­
tions in Appendix 4) . 

The reason for the additional reflections is due to the arrangement of 
the atoms on spedfic lattice sites. For example, if we consider the (100) 

• • 
• • • • • • • • 

• • 
(a) Disordered (b) Ordered 

• "average" gold-copper atom 

• gold atom 

copper atom 

FIG. 5.2. Unit cells of the disordered and ordered structures of CU3Au. 
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planes in the disordered condition, the presence of a (200) plane halfway 
between two (100) planes produces complete cancellation of the 100 
reflection. The reason is that all the waves scattered from all the planes 
have the same amplitude (because all the planes are made up of the 
"average" eu-Au atoms, Fig. 5.3a) but are exactly out of phase by A/2. 
However, in the ordered condition, even though there is an additional 
plane of atoms midway between two (100) planes and the scattered waves 
are also exactly out of phase by A/2, the amplitude of the scattered waves 
is different. The difference in amplitude occurs because the middle plane, 
the (200) plane, has a different scattering factor since it contains only 
copper atoms, while the (100) planes contain both copper and gold atoms 
(Fig. 5.3b) . The additional reflections in the ordered condition can also be 
explained on the basis of structure factor calculations. (We discussed the 
structure factor in Sec. 2.8 in Part I.) For the disordered solid solution 

(100) 

(100) 

(200) 

(a) Disordered 

(b) Ordered 

e "average" gold-copper atom 

e goldatom 

copper atom 

(200) 

FIG. 5.3. Atomic arrangement on (100) and (200) planes of the Cu)Au structure in the (a) disordered 
and (h) ordered conditions. 
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F = 4fav = fAu + 3feu for h, k, I unmixed (5.4) 

and 

F = 0 for h, k, I mixed (5.5) 

whereas for the completely ordered alloy 

F = fAu + 3feu for h, k, I unmixed (5.6) 

and 

F = fAu - feu for h, k, I mixed (5.7) 

The ordered alloy thus produces additional reflections in the diffraction 
pattern for planes with mixed values of hkl; i.e., h, k, and I can be 
individually either odd or even. These additional reflections are known 
as superlattice reflections. The reflections from planes with hkl unmixed 
are common to both the disordered and ordered lattices and are known 
as fundamental reflections. The fundamental reflections have a much 
higher intensity than the superlattice reflections, since the structure 
factor for the former involves the sum of the atomic scattering factors 
while the difference is involved for the superlattice reflections. However, 
note that the intensity of the superlattice reflections in some cases (e.g., 
when the atomic numbers of the two components involved are very close 
to each other) might be so small that they may not be visible in the x-ray 
diffraction patterns. A case in question is the f3-brass alloy containing an 
equal number of Cu and Zn atoms. Since the atomic numbers of Cu and 
Zn are 29 and 30, respectively, the difference in their atomic scattering 
factors (which are proportional to the atomic numbers) is very small. 
Therefore, the intensity of the superlattice reflections is so low that you 
may not see them in the x-ray diffraction pattern. Whether you actually 
see them or not, superlattice reflections are direct evidence that ordering 
has taken place in the alloy. 

If the long-range ordering is not perfect (due to some of the gold atoms 
occupying the face-centered positions or some of the copper atoms 
occupying the cube comer positions), then the intensity of the superlattice 
reflections will be lower than when the ordering is perfect. In such a case, 
the structure factor for the superlattice reflections is 

F = SifAu- feul (5.8) 

Thus, by measuring the intensity I (which is proportional to p2) of a 
superlattice reflection relative to that of a closely spaced fundamental 
reflection, say (IOO)superlattice and (lllhundamentai' S can be calculated from 
the equation 
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In many alloy systems the order-disorder transformation may involve not only a 
change in the Bravais lattice (in the same crystal system) but also a change in the 
crystal system itself. In that case also, additional reflections occur in the diffraction 
pattern of the ordered alloy. In both cases, whether a change in crystal system is 
involved or not, it is possible to detect the occurrence of ordering by observing the 
presence of weak superlattice reflections in the ordered condition. 

Sl _ I5(dl5) lIf(dis) 

- Is(ord) I If(ord) 

(5.9) 

where 15 and If represent the integrated intensities of the superlattice and 
fundamental reflections, respectively, and the subscripts (dis) and (ord) 
refer to the disordered and ordered staies, respectively. 

WORKED EXAMPLE 

Let's now see how we can determine the presence of ordering and 
quantify it in a Cu3Au alloy. As noted earlier, an alloy of this composition 
undergoes the order-disorder transformation at 390°C (Fig. 5.1). 

A Cu3Au alloy powder spedmen was sealed into two glass tubes under 
vacuum. Both tubes were kept in a furnace maintained at 500°C (above 
the critical order-disorder transition temperature) for 1 h and then 
quenched into cold water. This treatment produces the alloy powder in 
the disordered condition. One tube was retained in the as-quenched 
(disordered) condition. The remaining tube was held in a furnace main­
tained at 350°C (below the critical temperature) for 1 h, quenched into 
cold water, and transferred to another furnace maintained at 280°C and 
kept there for 90 h. The tube was then slowly cooled to room temperature, 
inside the furnace, by turning off the power to the furnace. The powder 
conditions are expected to be as shown in Table 5.1. 

Powder # 

2 

TABLE 5.1. Powder Conditions in the Heat-Treated Samples 

Heat treatment 

500·C/1 h + water quench 
#1 + 350·CIl h + 280·C/90 h + slow cool 
to room temperature 

Powder condition 

Fully disordered 
Partially ordered 
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X-ray diffraction patterns of both powders were recorded by using Cu 
Ka radiation in the 28 angular range of 20 to 140°. The x-ray diffraction 
patterns, reproduced in Figs. 5.4 and 5.5, were indexed with the proce­
dure in Experimental Module 1. The fundamental and superlattice reflec­
tions were identified by looking at the relative intensities and types of the 
reflections, i.e., whether h, k, and 1 were unmixed or mixed. The lattice 
parameter was calculated in both cases. The relative intensities of all 
reflections in the partially ordered condition were also noted, taking the 
intensity of the most intense reflection (lllfundamental) as 100%. The 
long-range order parameter S was calculated in the partially ordered 
condition by using Eq. (5.9). The results are tabulated in Tables 5.2 and 
5.3. 

The presence of weak additional reflections in powder 2 with h, k, and 
1 mixed values dearly confirms the presence of ordering in these alloys. 
Their absence in powder 1 shows that the alloy is truly disordered. The 
degree of ordering can be quantified by measuring the relative integrated 
intensities of the superlattice and fundamental reflections in the partially 
ordered alloy. Table 5.4 lists the relative integrated intensities of the 
selected reflections. (Remember that the integrated intensity is the area 
under the peak, and not the peak height.) 

The intensity of the superlattice and fundamental reflections in the 
fully ordered alloy can be theoretically calculated using the expected 
values of the structure factor, multiplidty factor, Lorentz-polarization 
factor, etc. These calculations are listed in Table 5.4. The degree of ordering 
in the partially ordered condition was calculated from Eq. (5.9) to be 
Spartiallyordered = 0.73. Even if we had held the powder at 350°C for 1 hand 
water-quenched it to room temperature (after it was fully disordered), 
there would have been some ordering. But the longer you heat treat the 
powder at temperatures below TC' the higher is the degree of ordering. 

The Cu3Au powder can be heat treated to be in a fully ordered 
condition, but this takes a long time. Warren (X-Ray Diffraction, Addison 
Wesley, 1969) reports that an annealing treatment for 20 days at 365°C 
and then for 40 days at 280°C produces complete order in this alloy. Since 
we may not have such a long time (particularly in a one-semester course), 
this is not a feasible experiment. 

According to theoretical calculations, the intensity of the 100 super­
lattice reflection in a fully ordered alloy should be 35% of the intensity of 
the III fundamental reflection. However, JCPDS-ICDD (PDF #35-1357) 
lists the intensity of the 100 reflection as only 17% of that of the 111 
reflection. This is probably because the powder for the diffraction pattern 
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FIG. 5.4. X-ray diffraction pattern of fully disordered CU3Au. 

TABLE 5.2. Work Thble for Fully Disordered Cu3Au 

Material: Fully disordered Cu3Au Radiation: Cu Ka A= 0.154056 run 

sin2 0 sin2 0 

~ 
------x3 

Peak # 20 (0) sin2 0 SID min 5in2°min h2+1l-+f2 hkl a (run) 

1 41.53 0.1257 1.000 3.000 3 111 0.3763 
2 48.36 0.1678 1.335 4.005 4 200 0.3761 
3 70.87 0.3361 2.674 8.021 8 220 0.3758 
4 85.71 0.4626 3.680 11.040 11 311 0.3756 
5 90.56 0.5049 4.017 12.050 12 222 0.3755 
6 110.51 0.6752 5.372 16.115 16 400 0.3750 
7 126.90 0.8002 6.366 19.098 19 331 0.3753 
8 133.29 0.8428 6.705 20.115 20 420 0.3752 
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FIG. 5.5. X-ray diffraction pattern of partially ordered CU3Au. 

TABLE 5.3. Work Table for Partially Ordered Cu3Au 

Material: Partially ordered Cu3Au Radiation: Cu Ka A = 0.154056 run 

sin2 B sin2 B 

~ 
---xl 

Peak # 29 (0) sin2 9 SID min sin2 Bmin h2+k2+r hkl a (run) 

23.59 0.0418 1.000 1.000 100 0.3767 
2 33.73 0.0842 2.014 2.014 2 IlO 0.3754 

3 41.65 0.1264 3.024 3.024 3 III 0.3753 

4 48.48 0.1686 4.033 4.033 4 200 0.3752 

5 54.54 0.2099 5.021 5.021 5 210 0.3759 

6 60.35 0.2526 6.043 6.043 6 2II 0.3754 

7 71.02 0.3374 8.072 8.072 8 220 0.3751 

8 76.12 0.3801 9.093 9.093 9 221,300 0.3748 

9 85.86 0.4639 11.098 11.098 II 3II 0.3751 

10 90.67 0.5058 12.100 12.100 12 222 0.3752 

II 95.36 0.5467 13.079 13.079 13 320 0.3756 

12 100.42 0.5904 14.124 14.124 14 321 0.3751 

13 110.51 0.6752 16.153 16.153 16 400 0.3750 

14 127.18 0.8022 19.191 19.191 19 331 0.3749 

15 133.56 0.8446 20.206 20.206 20 420 0.3748 

Note that some of the superlattice reflections, e.g., 310,410, and 411 (or 330) are so weak that we 
were not able to measure their peak positions. 
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TABLE 5.4. Relative Integrated Intensities (in arbitrary units) of Superiattice and 
Fundamental Reflections in the Heat Treated Cu3Au Alloys 

Alloy 1100 (superlattice) llli (fundamental) 

Partially ordered 
Theoretical values 

15.2 
35 

81.9 
100 

in PDF #35-1357 was annealed for only 24 days at 350°C; this might not 
have produced full ordering I 

The results are summarized in Table 5.5. 

EXPERIMENTAL PROCEDURE 

Very few simple examples of materials exist wherein a dear order-dis­
order transformation can be observed in the solid state. The number of 
materials becomes even smaller when we wish to choose a system that 
retains the cubic structure in the disordered and ordered conditions. 

p-Brass (a Cu-50 at% Zn alloy) exists in the ordered condition below 
between 454 and 468°C (depending on the alloy composition) and in the 
disordered condition above this temperature. The disordered alloy has a 
bcc structure, the ordered one a CsCl-type structure. However, this alloy 
is not suitable for studying the order-disorder transformation by x-ray 
diffraction techniques. (If you solve Exerdse 1 at the end of this module, 
you will understand why this is so.) 

In the Fe-AI system at a composition of 25 at% AI, the alloy exists in 
the disordered condition (with a bcc structure) at higher temperatures. 
This phase transforms to the CsCl-type structure (cP2 in the Pearson 
notation) on cooling to lower temperatures. It is possible to distinguish 
the disordered and ordered conditions of this Fe-AI alloy by x-ray 
diffraction techniques, but the high-temperature phase transforms on 
cooling to the low-temperature cP2 phase so rapidly that to determine 
the structure of the high-temperature phase you would need access to a 
high-temperature x-ray diffractometer. A high-temperature x-ray diffrac-

Powder condition 

Fully disordered 
Partially ordered 

TABLE 5.5. Summary Table for Experimental Module 5 

Lattice parameter (om) 

0.3752 
0.3748 

Order parameter. S 

0.0 
0.7 
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tometer is not available in most laboratories. (However, the disordered 
bcc phase can be retained at room temperature either by heavily cold­
working the powder or by irradiating the sample with electrons or 
neutrons.) Further, the disordered bcc phase may also transform to 
another ordered phase with a different cubic structure (cP 16). Hence, this 
also is not a suitable alloy for our experiments. 

The order-disorder transformation can be easily studied in some other 
copper-base alloys such as Cu- 25 at% Pd or Cu- 25 at% Pt, which show 
a structural change from the fcc structure (cf4) in the disordered state to 
the simple cubic structure (cP4) in the ordered state (as in the Cu3Au 
alloy). Alternatively, the order-disorder change can be studied in the 
equiatomic CuAu (Cu-50 at% Au) alloy, which shows a change from the 
fcc structure in the disordered state to either a tetragonal structure or an 
orthorhombic structure in the ordered condition (there are two ordered 
forms). Since it may not be possible to obtain these alloys easily, we are 
not spedfying any material or composition for this experiment. 

One possible set of experiments is to heat treat the disordered Cu)Au 
alloy powder at 280°C for different periods of time, say 10, 20, 30, 40, 50, 
and 60 days, and calculate the degree of order for each condition. This 
will help us understand the kinetics of ordering in this alloy. (Remember 
to start this experiment at the beginning of the semesterl) 

Once an alloy composition is chosen, you can do the experiments as 
described and then identify the presence of ordering (by noting the 
presence of the weak superlattice reflections in the diffraction pattern) 
and calculate the order parameter S. Alternatively, you may choose to use 
the 29 values listed for the Cu3Au alloy in the worked example and repeat 
the calculations and familiarize yourseH with the process of identifying 
the superlattice reflections and estimating the order parameter. 

EXERCISES 

5.1. f3-Brass is an alloy of Cu and Zn with almost 50 at% Zn. The 
Bravais lattice in the disordered condition is body-centered cubic and that 
in the ordered condition is primitive cubic (CsCI-type structure). Calculate 
the relative intensities of the first three superlattice reflections (using Eq. 
(28) in Part I and ignoring the temperature factor). Assume that the 
diffraction pattern is recorded with Cu Ka radiation. (Note: Superlattice 
reflections are those for which h + k + I is odd.) Will these reflections be 
observed in the diffraction pattern? (Hint: Calculate the relative intensities 
of these reflections with respect to the 110 fundamental reflection whose 
intensity can be considered as 100%.) 
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5.2. NaCI has a cubic structure with 4 Na and 4 CI atoms per unit cell 
located at 

Na 

cl 

0,0,0 
111 
2'2''2 

Ho 
o,o,~ 

~,o,~ 
o,~,o 

o,~,~ 
~,o,o 

Calculate the structure factors for the ordered and disordered conditions 
and identify the superlattice reflections. (Note that NaCI always exists in 
the ordered condition, but it would be instructive to calculate the 
structure factor for the disordered condition.) 



EXPERIMENTAL MODULE 6 

Determination of Crystallite Size 
and Lattice Strain 

OBJECTIVE OF THE EXPERIMENT 

To determine the average crystallite size and lattice strain in a powder 
spedmen by x-ray peak broadening analysis. 

MATERIALS REQUIRED 

Copper metal powder obtained by filing a bulk copper spedmen 
(effectively a cold-worked sample). 

BACKGROUND AND THEORY 

In deriving Bragg's law, we assume that ideal conditions are main­
tained during diffraction. These conditions are that the crystal is perfect 
and that the inddent beam is composed of perfectly parallel and strictly 
monochromatic (single wavelength) radiation. These conditions never 
actually exist. In fact, only an infinite crystal is really perfect. Finite size 
alone, of an otherwise perfect crystal, can be considered a crystal imper­
fection. 

The HidealH size for powder diffraction depends on the relative perfec­
tion of the poly crystalline material, but is usually 500 nm (0.5 /lm) to 
10,000 nm (10 /lm). If the crystallites are smaller, the number of parallel 
planes available is too small for a sharp diffraction maximum to build up, 
and the peaks in the diffraction pattern become broadened. 

207 
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A crystal is usually considered perfect when all lattice sites are occupied by atoms 
and no imperfections (point: vacancies, interstitials; linear: dislocations; planar: 
grain boundaries, stacking faults; or volume: voids, precipitates) exist in the crystal. 
Crystals are never perfect in this sense because they contain varying amounts of 
defects under equilibrium conditions. For example, at room temperature, alumi­
num has an equilibrium vacancy concentration of 1.4 x 10-13• The vacancy concen­
tration in semiconductors and ceramics is generally much lower. Although 
dislocations are not equilibrium defects, they are present in most materials. A 
dislocation density of about 106 m/m3 is typical for well-annealed metals at room 
temperature. In single-crystal silicon, made for integrated circuits, the dislocation 
density is approximately zero. In the present context, a perfect crystal is considered 
as one in which the interplanar spacings are uniform and there are no distortions 
in the planes. 

Broadening of x-ray diffraction peaks is easily apparent in patterns 
obtained with a diffractometer, and this information can be directly 
quantified. However, it is important to realize that broadening of diffrac­
tion peaks arises mainly due to three factors. 

1. Instrumental effects: These effects include imperfect focusing, unre­
solved 0.1 and 0.2 peaks, or the finite widths of the 0.1 and 0.2 peaks in cases 
where the peaks are resolved. These extraneous sources can cause broad­
ening of the diffraction peaks. Thus, the ideal peak shape-a peak without 
any noticeable width (Fig. 6. 1 a)-gets transformed to that shown in Fig. 
6.1b due to instrumental effects. 

2. Crystallite size: The peaks become broader due to the effect of small 
crystallite sizes, and thus an analysis of peak broadening can be used to 
determine the crystallite sizes from 100 to 500 nm. Small crystallite sizes 
introduce additional broadening into the diffraction peaks; therefore, in 
the presence of instrumental effects, crystallite sizes broaden the peak as 
in Fig. 6.1c. 

3. Lattice strain: If all the effects mentioned are simultaneously present 
in the specimen, the peak will be very broad, as shown in Fig. 6.1d. 
However, it is possible to separate the individual effects of broadening by 
following some simple procedures, which will now be described. 

Some Definitions 

Some terms you will come across in the literature on peak-broadening 
effects are domain size, crystallite size, and grain size. These terms have created 
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Diffraction angle 26 

FIG. 6.1. X-ray diffraction peak widths: (a) ideal. (b) due to instrumental effects. (c) superimposition 
of instrumental and crystallite size effects. and (d) combined effects of instrumental. crystallite size. 
and lattice strain effects (not drawn to scale) . 

some confusion, so we will try to clarify their meanings. A domain is that 
part of the specimen that diffracts the x-ray beam coherently, and it is 
sometimes called a coherently diffracting domain. The domains form a 
substructure, which can occur in single crystals and in polycrystalline 
materials. The individual domains are very slightly misoriented (generally 
< 1°) with respect to each other, and they are smaller than the grain size 
of the material. For example, the grains may be divided by low-angle grain 
boundaries (a planar arrangement of individual dislocations) . A cold­
worked (and partially or fully recovered) metal, for example, has domains 
(referred to as subgrain boundaries or cells separated by low-angle grain 
boundaries) . A well-annealed metal does not have domains (subgrain 
boundaries), but does have grains. 

For completeness, we mention that faulting in crystals also affects the shape of the 
diffraction peaks. The effects are complex and depend on the crystal structure and 
nature of faulting. An excellent treatment of the topic can be found in B. E. Warren 
(X-Ray Diffraction, Addison-Wesley, Reading, MA, 1969, pp. 275-312). These effects 
will not be considered further in this module. 
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Recording x-ray diffraction patterns on photographic film in a camera (though not 
used now) is an ideal way to differentiate qualitatively between materials with 
coarse- and fine-sized crystallites. The x-ray diffraction patterns are in the form of 
a series of concentric rings. Each ring represents diffraction from a set of planes in 
the crystal. When the crystallites are larger than about 10 J..lm, the number of 
crystallites in the irradiated portion of the specimen is insuffident to reflect to each 
portion of the ring, and consequently the ring becomes spotty. Between 500 nm 
(0.5 J..lm) and 10,000 nm (10 J..lm), the number of crystallites is sufficient to produce 
a smooth and continuous ring pattern, and this is considered the "ideal" size of the 
crystallites. If the crystallite size is small, say 100 nm (0.1 J..lm) to 500 nm (0.5 J..lm), 
then the diffraction ring becomes broadened. However, if it is extremely small, say 
« 100 nm (0.1 J..lm), then the irradiated volume is too small to build up any 
diffraction ring and diffraction occurs only at low angles. Thus, by observing the 
diffraction rings in a series of powder patterns made from specimens containing 
different crystallite sizes, one can qualitatively grade the crystallite sizes in a 
particular order. This is qualitatively similar to what happens in electron diffraction. 
The smaller the crystallite size the more broadened are the diffraction rings, and the 
larger the crystallite size the more spotty the diffraction rings. In fact, one can count 
the number of spots in a diffraction ring recorded under a given set of conditions 
(specimen condition, crystallite size, type and radius of camera, operating conditions 
of the x-ray diffraction unit, etc.) and use such data as standards. The crystallite size 
of an unknown specimen can then be determined by comparison with these 
standard patterns (such as ASTM grain size charts). 

Crystallite is a more general term and may mean a domain with 
reference to, for example, a cold-worked (and partially annealed) metal 
or a grain in the case of a well-annealed metal. In the literature these 
terms are used interchangeably. In ionic or covalently bonded materials 
a domain structure is unlikely because the dislocation densities are 
generally much lower and dislocation movement is more difficult than in 
a metal. In a nanocrystalline material the grain size is so small (-10 to 100 
nm) that it will not be possible to have a substructure, so crystallite, 
domain, and grain all mean the same thing. 

The definitions of the terms we use in this module, peak height and 
FWHM (full width at half maximum) are indicated in a typical x-ray 
diffraction peak in Fig. 44 in Chapter 3 of Part I. The broadening is 
evaluated by measuring the width B, in radians, at an intensity equal to 
half the maximum intensity (FWHM). Note that B is an angular width, in 
terms of 28 (not 8), and not a linear width. 
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Subtraction of Instrumental Broadening 

The individual contributions of small crystallite sizes and lattice strains 
to the peak broadening can be determined only after first subtracting the 
effect of instrumental broadening from the experimentally observed 
peaks. In order to estimate the magnitude of instrumental broadening, it 
is usual to mix the unknown spedmen with some coarse-grained, well­
annealed (Le., strain-free), standard powder whose crystallite size is so 
large that it does not cause any broadening. For example, silicon powder 
(a brittle material that can be produced in powder form with no stored 
lattice strain) with a grain size of about 10 ~m is ideal for this purpose. 

An x-ray diffraction pattern of the standard powder is recorded under 
instrumental conditions identical to those of the unknown specimen, so 
the peak broadening of the standard material due to instrumental effects 
is exactly the same as instrumental broadening in the diffraction pattern 
of the unknown specimen. We should take proper care to see that one or 
more of the x-ray peaks of the standard specimen lie close to (but do not 
overlap) reflections from the unknown specimen; this ensures that the 
instrumental broadening is measured at similar Bragg angles for both 
materials. 

Alternatively, we can use a powder of the same composition, if 
possible, as the experimental material, but in an annealed condition so 
that the grain size is large and the lattice strain is removed. This procedure 
has the added advantage that the peak width in the standard and 
experimental materials is measured at exactly the same angle. 

If the observed x-ray peak has a width Bo' and the width due to 
instrumental effects is Bi, then the remaining width Br is due to the 
combined effects of crystallite size and lattice strain: 

(6.1) 

This expression is true only when the peak has a Lorentzian (Cauchy) 
profile. However, if it has a Gaussian profile, a better expression is 

.a;=B~-Bf (6.2) 

In the absence of clear-cut evidence for the exact nature of the peak, we 
use the geometric mean to get a more nearly correct expression: 

Br = "(Bo Bi) "ufo -Br) (6.3) 

In our analysis, however, we will use Eq. (6.2) to subtract the instrumen­
tal broadening from the observed broadening. 
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Most modem x-ray diffractometers include software for peak profile fitting. This 
software greatly helps in calculating the intensities, positions, widths, and shapes of 
the peaks with a far greater predsion than is possible with manual measurements 
or visual inspection of the experimental data. 

To apply the proper correction for the instrumental broadening, we must first 
dedde the shape of the peak. The two most commonly assumed line shapes are the 
Lorentzian (Cauchy) and Gaussian. Even though exact mathematical descriptions 
can be provided for these two shapes, it is suffident for us to realize that the most 
obvious difference between these two is the rate of decay of the tails. Figure 6.2 
shows the computer-generated symmetrical Lorentzian (Cauchy) and Gaussian 
profiles with equal peak heights, 28, and FWHM. Note that the tails decay very fast 
for a Gaussian profile and more slowly for a Lorentzian profile. 

Broadening due to Small Crystallite Size 
Scherrer has derived an expression for broadening of x-ray diffraction 

peaks due only to small crystallite sizes: 

k'). 
B ---

crystallite - L cos e (6.4) 

f 

Diffraction angle 29 

FIG. 6.2. Comparison of symmetrical Lorentzian (Cauchy) and Gaussian x-ray diffraction peak 
profiles. 
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where A. is the wavelength of the x-rays used, 9 is the Bragg angle, Lis 
the "average" crystallite size measured in a direction perpendicular to 
the surface of the spedmen, and k is a constant. Equation (6.4) is 
commonly known as the Scherrer equation and was derived based on 
the assumptions of Gaussian line profiles and small cubic crystals of 
uniform size (for which k = 0.94). However, this equation is now 
frequently used to estimate the crystallite sizes of both cubic and noncu­
bic materials. The constant kin Eq. (6.4) has been determined to vary 
between 0.89 and 1.39, but is usually taken as close to unity. Since the 
predsion of crystallite-size analysis by this method is, at best, about 
±10%, the assumption that k = 1.0 is generally justifiable. 

Broadening due to Strain 
The lattice strain in the material also causes broadening of the diffrac­

tion peaks, which can be represented by the relationship 

Bstraln = 1] tan a (6.5) 

where T1 is the strain in the material. 
From Eqs. (6.4) and (6.5) it is clear that peak broadening due to 

crystallite size and lattice strain increases rapidly with increaSing 9, but 
the separation between these two is clearer at smaller 9 values, as shown 
in Fig. 6.3. Since materials may contain both small crystallite sizes and 
lattice strains, it is desirable to use peaks at smaller diffraction angles to 
separate these two effects. (Remember that we used high-angle peaks for 
predse lattice parameter determination.) 

The width, Br, of the diffraction peak after subtracting the instrumental 
effect can now be considered as the sum of widths due to small crystallite 
sizes and lattice strains: 

and from Eqs. (6.4) and (6.5) we get 

kJ... 
B =--+1] tan a 

r L cos a 

Multiplying Eq. (6.7) by cos 9, we get 

(6.6) 

(6.7) 

(6.8) 
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FIG. 6.3. Dependence of FWHM caused by crystallite size and lattice strain on the diffraction angle. 
Even though both widths increase rapidly with diffraction angle, the separation between them is large 
at small diffraction angles. 

Thus, it is clear that when we plot Br cos a against sin a we get a straight 
line with slope fl and intercept kJ...! L, as in Fig. 6.4a. The crystallite size L 
can be calculated from the intercept by using the appropriate values of k 
(generally taken to be = 1.0) and A. 

Equation (6.8) suggests that the larger the intercept the smaller the 
size of the crystallites and that for a sufficiently large crystallite size (which 
does not produce broadening of the diffraction peak), the straight line 
passes through the origin. The smaller the value of fl, i.e., the flatter the 
straight line, the lower is the amount of strain in the material. These 
variations are shown schematically in Fig. 6.4b. 

Most modern diffractometers have software supplied with the instrument to calcu­
late crystallite sizes and lattice strains in materials. These programs can be used for 
this purpose. However, we advise you to do the calculations according to the 
foregoing procedures to be sure you understand them and their physical signifi­
cance. 
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(a) sinO 

(b) sinO 

FIG. 6.4. (a) Plot of Br cos e against sin e, indicating that the intercept (kAIL) and slope (TJ) can be 
used to calculate the crystallite size (L) and lattice strain (TJ), respectively. (h) Typical plots to show the 
relative positions of the straight line for very large crystallite sizes (L = co), no strain (TJ = 0), and when 
both lattice strain and crystallite size contribute to peak broadening. 

WORKED EXAMPLE 

Let's now work out an example to show how the crysta1Iite size and 
lattice strain in a material can be calculated from the foregoing procedure. 
Aluminum metal powder was obtained by filing a bulk specimen; i.e., it 
is effectively a cold-worked specimen. An x-ray diffraction pattern of this 
specimen was recorded with eu Ka. radiation in the 29 angular range of 
30 to 70° and is presented in Fig. 6.5. For comparison purposes and to 
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FIG. 6.5. X-ray diffraction pattern of cold-worked aluminum. 

calculate the instrumental broadening, the diffraction pattern of an an­
nealed aluminum specimen is presented in Fig. 6.6. Note that there are 
three peaks in this angular range. In Experimental Module 1, this pattern 
was indexed, and we found that these three reflections have indices Ill, 
200, and 220 at the 28 values of 38.52, 44.76, and 65.13°, respectively. 
From the x-ray diffraction pattern of annealed aluminum (Fig. 6.6), the 
instrumental broadening B j was calculated as the FWHM for the three 

TABLE 6. 7. Full-Width at Half-Maxima of Annealed Aluminum Specimen 

Material: Annealed aluminum Radiation: eu Ka A. = 0.154056 nm 

Peak # 28 (0) hkl FWHM(O) FWHM (rad) = Bj 

38.52 III 0.103 1.8 x 10-3 

2 44.76 200 0.066 1.2 x 10-3 

3 65.13 220 0.089 1.6 x 10-3 
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FIG. 6.6. X-ray diffraction pattern of annealed aluminum. 

reflections. These calculations (measuring the width of the reflections Bo) 
were repeated for the experimental pattern recorded from the cold­
worked aluminum sample. The remaining broadening was obtained by 
subtracting the instrumental broadening Bi from the observed broadening 
Eo, using Eq. (6.2). The results are tabulated in Tables 6.1 and 6.2. 

A graph is now plotted between Br cos e on the y axis and sin e on the 
x axis (Fig. 6.7). From the slope of this straight line the strain is calculated 
as 3.5 x 10-3, and from the intercept the crystallite size is calculated as 90 
nm. 

TABLE 6.2. Calculations for Cold-Worked Aluminum Specimen 

Material: Cold-worked aluminum Radiation: Cu Ka A. = 0.154056 nm 

Peak # 28 (0) sin 8 hkl Bo (0) Bo (rad) ~=~-~ Br cos 8 

38.51 0.3298 III 0.187 3.3 x 10-3 2.8 X 10-3 2.6 X 10-3 

2 44.77 0.3808 200 0.206 3.6 x 10-3 3.4 X 10-3 3.1 X 10-3 

3 65.15 0.5384 220 0.271 4.7 x 10-3 4.4 X 10-3 3.7 X 10-3 
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FIG. 6.7. Plot of Br cos e versus sin e for cold-worked aluminum. 
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FIG. 6.8. X-ray diffraction pattern of cold-worked copper. 
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EXPERIMENTAL PROCEDURE 

Record the x-ray diffraction pattern from a heavily-cold-worked cop­
per powder, using eu Ka radiation in the angular range of 29 from 40 to 
80°. Identify the hkl values of the different peaks based on your earlier 
indexing of this pattern in Experimental Module 1. Measure the FWHM 
for all the peaks. (Remember that the widths are in 29 angular measure 
and you should express them in radians.) Evaluate the peak broadening 
due to instrumental effects, using a well-annealed copper specimen. 
Subtract this instrumental peak width from the observed peak widths of 
copper, and determine the crystallite size and lattice strain from all the 
reflections in the pattern. We have provided x-ray diffraction patterns of 
a heavily-cold-worked copper powder (Fig. 6.8) and a well-annealed 
copper powder (Fig. 6.9) if you are not able to record the diffraction 
patterns yourself. 
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FIG. 6.9. X-ray diffraction pattern of annealed copper. 
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TABLE 6.3. Work Table for Annealed Copper Specimen 

Material: Annealed copper Radiation: Cu Ka A. = 0.154056 run 

Peak # 26 (0) hkl FWHM (0) FWHM (rad) = Bj 

1 43.16 111 0.260 

2 50.30 200 0.330 

3 73.99 220 0.438 

TABLE 6.4. Work Table for Cold-Worked Copper Specimen 

Material: Cold-worked copper Radiation: Cu Ka A. = 0.154056 run 

Peak # 26 (0) sin 6 hkl Bo (0) Bo (rad) B:=B5-IJ? Br cos 6 

1 43.31 III 0.465 

2 50.40 200 0.541 

3 74.19 220 0.676 
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FIG. 6.10. plot of Br cos a versus sin a for cold-worked copper. 

RESULTS 

Tabulate your measurements in Table 6.3. 
Further calculations can be done as shown in Table 6.4. 
Now plot a graph with Br cos 0 on the y axis and sin 0 on the x axis 

(Fig. 6.10). The slope of this straight line will be the strain (11), and the 
intercept is kJ..I L, from which the crystallite size (L) can be estimated. Thus, 
in the cold-worked copper sample, the crystallite size is __ nm, and the 
strain is 

EXERCISE 

6.1. Assume that x-ray diffraction patterns were recorded from an 
MgO spedmen containing crystallites with a diameter of 100, 80, 60, or 
40 nm. Calculate the width B (in degrees 20) due to the small crystal size 
alone, assuming that 0 = 40° and A. = 0.154 nm. For 60-nm-diameter 
particles, calculate B for 0 = 20, 40, and 60°. 



EXPERIMENTAL MODULE 7 

Quantitative Analysis of Powder 
Mixtures 

OBJECTIVE OF THE EXPERIMENT 

To determine the amount of a crystalline phase present in a multiphase 
material. 

MATERIALS REQUIRED 

A mixture of thoroughly mixed MgO and CaD powders. 

BACKGROUND AND THEORY 

Chemical analysis by x-ray diffraction techniques depends on the fact 
that a phase produces a characteristic x-ray diffraction pattern (a "finger­
print") whether the phase is present alone or in combination with another 
phase. If the material under examination is a pure metal, its lattice 
parameter(s) can be measured from the x-ray diffraction pattern and its 
identity evaluated by referring to a reference book (see the Bibliography). 
On the other hand, if it is a single-phase alloy (e.g., a solid solution or an 
intermediate phase), its lattice parameter(s) can be measured and the 
amount of solute present (the chemical composition) can be determined 
from a standard lattice parameter versus composition plot. Such methods 
are useful, for example, in determining the instantaneous solute concen­
tration during diffusion studies using two dissimilar metals. Often, a 
materials scientist will be called upon to determine quantitatively the 

223 
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amount of one phase present in a mixture of phases, and we describe 
methods of doing this determination in this module. 

The intensity of the diffraction peak of a particular phase in a mixture 
of phases depends on the concentration of that phase in the mixture. 
However, the relation between intensity and concentration is not linear 
because the diffracted intensity depends markedly on the absorption 
coefficient of the mixture, which itself varies with the concentration of 
the phase. 

The intensity of the diffracted beam from a single-phase polycrystalline 
powder specimen containing randomly oriented grains in the form of a 
flat plate in a diffractometer is 

(7.1) 

where lis the integrated intensity of the diffraction peak, 10 is the incident 
beam intensity, A is the incident beam cross-sectional area, A. is the 
incident beam wavelength, r is the radius of the diffractometer circle, f.Lo 
is a constant with a value of 41t x 10-7 m kg C-2, e is the electron charge, 
m is the electron mass, v is the unit-cell volume, F is the structure factor, 
p is the multiplicity factor, 9 is the Bragg angle, e-2M is the temperature 
factor (M is commonly expressed as M = B «sin 9) 11..)2, where the factor 

The mass absorption coefficient, f.L/p (f.L is the linear absorption coefficient and p is 
the density), of a mixture of phases is the weighted average of the mass absorption 
coefficients of its constituents and is given by the relation 

where WI' w2' ••• are the weight fractions of phases 1, 2, ... and (f.L/ph, (f.L/ph, •.. 
are the mass absorption coefficients of phases 1, 2, .... This relationship is valid 
whether the substance under consideration is a mechanical mixture, a solid 
solution, or a chemical compound, and whether it is in the solid, liquid, or gaseous 
state. The linear absorption coefficient f.L, on the other hand, depends on the 
physical and chemical states of the material. The values of f.L/p depend on the 
wavelength of the x-rays used; f.L/p values of different elements for Cu Ka. radiation 
are listed in Appendix 5. 
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Quantitative information about the temperature factor is not easy to obtain, and it 
is very difficult to determine it very accurately. The factor M involves mean-square 
displacements of atoms, u (whose calculations are extremely difficult), and the 
Debye characteristic temperature of the specimen. Therefore, in our calculations we 
ignore the effect of the temperature factor. The error caused by this is not serious 
because we are using the x-ray diffraction patterns recorded at room temperature 
and because we are taking ratios of integrated intensities of two closely spaced 
low-angle reflections. 

B contains the temperature term), and Il is the linear absorption coeffi­
cient. Recall that (l + cos2 28)/(sin2 8 cos 8) is the Lorentz-polarization 
factor. Equation (7.1) is true for a pure element or a single-phase alloy. 
If we wish to calculate the intensity of a reflection from one phase (a) in 
a mixture of phases (a, [3, ... ), then we multiply the right-hand side of 
Eq. (7.1) by Co. the volume fraction of the a phase in the mixture. The 
intensity of a reflection of the a phase can then be written as 

(7.2) 

where K J is a constant. Because we are now dealing with a mixture, we 
can replace the linear absorption coefficient Il by Ilm' the linear absorption 
coefficient for the mixture. 

Equation (7.2) can be expressed in a more useful form by writing Ilm 

in terms of concentration or weight fraction. For a binary mixture 
containing two phases a and [3, the mass absorption coefficient is ex­
pressed as 

~m = wa [~al + w~ [~~l 
Pm Po. P~ 

(7.3) 

where W represents the weight fraction, Il the linear absorption coeffi­
cient, and P the density. The weight of a unit volume of the mixture is Pm' 
and the weight of a in the mixture is Wa Pm' Therefore, the volume of a 
in the mixture is Wa Pm/Po., which is equal to ca' A similar expression can 
be written for cfl' Hence, we can rewrite Eq. (7.2) as 

or 
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(7.4) 

Even though we do not know the value of Kl' it will cancel when we 
take the ratio of la to the intensity of some standard reference peak. The 
value of wa or ca can then be found from this ratio. 

In practice, ca can be determined by considering the reference peak in 
three different ways: 

1. External standard method (a peak from pure ex) 
2. Direct comparison method (a peak from another phase in the 

mixture) 
3. Internal standard method (a peak from a foreign material mixed 

with the specimen) 

In all these methods the linear absorption coefficient J.l.m of the mixture 
is strongly dependent on ca and can have a large effect on the value of 
la' The second method is the most useful in studying phase proportions 
in materials in a laboratory, and therefore we use this method to show 
how the phase proportions can be calculated in a two-phase alloy. The 
third method is frequently used in an industrial environment because of 
its simplicity. We now describe each method in some detail. 

External Standard Method 
For the pure ex phase Eq. (7.2) can be rewritten as 

KJ 
laP=-

J.La 
(7.5) 

where the subscript P denotes diffraction from the pure phase. Dividing 
Eq. (7.4) by Eq. (7.5) eliminates the unknown constant Kl' and we get 

or 

la wa (J.L/P)a 

laP (J.L/P)m 
(7.6) 

Knowing the mass absorption coefficients of each of the two phases and 
the intensity ratio lalIaP' we can calculate the value of wa from Eq. (7.6). 
If the mass absorption coefficients of the individual phases are not 
known, a calibration curve can be prepared by measuring lalIaP for 
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mixtures of known composition. From these la.lIa,p versus wa. plots, we 
can calculate wa. for a given value of la.lIaP' 

Here are some difficulties with this method: 

• A specimen of pure a must be available as a reference material; this 
may not always be possible, especially when we are dealing with 
metastable phases. 

• Measurements of 10. and laP must be made under identical condi­
tions. 

• The variation of the intensity ratio la.lIa,p with wa. is not generally 
linear; it is linear only when the mass absorption coefficients of the 
two phases involved are nearly equal to each other. Otherwise there 
will be a positive (when the ~ phase has a smaller mass absorption 
coefficient) or a negative deviation (when ~ has a larger mass 
absorption coefficient) (see Exercise 7.2). 

Direct Comparison Method 

A sample of the pure phase is not required in this method because the 
reference peak is from another phase in the mixture. This method has 
been frequently used to estimate phase proportions in a mixture of phases, 
e.g., the amount of retained austenite in a quenched steel specimen, or 
the amount of different iron oxides in the oxide scale on steel, or the 
amount of anyone phase in a mixture of phases. 

In Eq. (7.1) put 

(7.7) 

and 

R = ~ [IPP [~ + cos
2 2ell e-2M 

t? sm2 e cos e 
(7.8) 

The diffracted intensity is then 

(7.9) 

where K2 is a constant, independent of the type and amount of the 
diffracting substance but dependent only on the diffractometer. On the 
other hand, R, depends on the nature of the phase and e and hkl. 
Equation (7.9) can be written for the two different phases ex and ~ as 
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(7.10) 

and 

(7.11) 

By dividing Eq. (7.10) by Eq. (7.11) we eliminate K2 and J.lm and get 

(7.12) 

The value of calcp can then be obtained from a measurement of Iallp 
and a calculation of Ra and Rp, which requires a knowledge of the crystal 
structures and lattice parameters of the two phases. Once the ratio of 
calcp is found, the value of ca (or cp) can be obtained from the additional 
relationship 

(7.13) 

This method can be extended to a situation when the sample contains 
more than two phases. 

Some of the precautions you should take in using this procedure are: 

• The ex. and 13 reflections chosen should not overlap or be very close 
to each other (when it is difficult to calculate the individual inten­
sities) but should be well separated from each other. 

• The volume of the unit cell should be calculated from the observed 
lattice parameters (since we may be dealing with solid solutions and 
not pure components). 

• In measuring the diffracted intensity, you should measure the 
integrated intensity and not the peak height because peak height 
may be different due to broadening depending upon the crystallite 
size and lattice strain in the sample (see Experimental Module 6), 
but the integrated intensity will be the same. 

Internal Standard Method 
In the internal standard method a diffraction peak from the phase 

(whose volume fraction is being determined) is compared with a peak 
from a standard substance mixed with the spedmen in known propor­
tions. This method is therefore restricted to powders. 
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Suppose we wish to determine the amount of phase A in a mixture of 
phases A, B, C, and D, where the relative proportions of the other phases 
(B, C, and D) may vary from specimen to specimen. We mix a known 
amount of a standard substance S to a known amount of the original 
specimen to form a new mixture. If the volume fraction of phase A is cA 

in the original specimen and c~ in the new mixture, and Cs is the volume 
fraction of the standard in the new mixture, then Eq. (7.2) for a particular 
reflection from phase A can be written as 

and that from the standard as 

K4 c, 
1=­
'~ 

(7.14) 

(7.15) 

where K3 and K4 are new constants. Dividing Eq. (7.14) by Eq. (7.15) 
gives 

(7.16) 

The volume fraction of phase A in the new mixture can now be written 
for a number of components as 

W~/PA 
c~=------------------------------

W~/PA + W~/PB + w~/Pc + W~/PD + ws/Ps 

and a similar expression exists for cs. Then 

c~ w~ Ps 

Substituting of Eq. (7.18) into Eq. (7.16) gives 

IA K3 P, I 

-=-----WA 
Is K4 PA W S 

(7.17) 

(7.18) 

(7.19) 

Since K3, K4, Ps and PA are all constants, and if Ws is kept constant in all 
the composite specimens, then Eq. (7.19) can be rewritten as 

(7.20) 
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where Ks is another constant. The weight fractions of A in the original 
(wA ) and the composite (w~) are related to each other as 

Since Ws is a constant, from Eqs. (7.20) and (7.21), we have 

lA 
-=K6 wA 
Is 

(7.21) 

(7.22) 

Therefore, the intensity ratio of a peak from phase A and a peak from 
the standard S varies linearly with the weight fraction of phase A in the 
original spedmen. By mixing known concentrations of A and a constant 
concentration of a suitable standard (for example, fluorite has been 
found to be a suitable standard in measuring the quartz content of 
industrial dusts) and measuring the ratio of lAlls' we can establish a 
calibration curve, from which the concentration of A in an unknown 
spedmen can be determined. 

WORKED EXAMPLE 

Let's now apply the direct comparison method to calculate the volume 
fraction of the silicon phase in an aluminum-silicon powder mixture. 
Small quantities of fine aluminum and silicon powders (-325 mesh, < 45 
~m in size) were thoroughly mixed, and an x-ray diffraction pattern was 
recorded in the 2e angular range of 25 to 50° with eu Ka radiation. The 
pattern (Fig. 7.1) was indexed by using the procedure in Experimental 
Module 1. The pairs of (l1l)AI and (l1l)si and (200)AI and (220)Si 
reflections were considered to estimate the amount of the silicon phase 
present in the mixture. The results are tabulated in Tables 7.1 and 7.2. 

Integrated intensity ofthe (lll)AI peak, lAI = 231.0 
R value for (lll)AI peak, RAI = 36,747,529 
Integrated intensity of the (200)AI peak, IAI = 110.6 
R value for (200)AI peak, RAI = 17,905,944 
Integrated intensity of the (111)si peak, lSi = 195.2 
R value for (111)sl peak, RSI = 34,603,534 
Integrated intensity of the (220)sl peak, lSi = 110.4 
R value for (220)Si peak, RSi = 23,078,484 
Since IAlIISi = RAI cAlIRSi CSi' the equation can be rewritten as 
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FIG. 7.1. X-ray diffraction pattern of an A1-Si powder mixture. 

Therefore, for (Ill) A! and (Ill) 51' 

cAl 231 34603534 
-=--x = 1.114 
C51 195.2 36747529 

and for (200)Al and (220)5i' 

CAl 1l0.6 23078484 
-=--x = 1.291 
C5i 1l0.4 17905944 

2208; 

J 
50 

Further, since cAl + C5i = 1, C5i = 0.473 for the (111)Al and (111)5i 
combination and 0.436 for the (200)A! and (220)5i combination. Thus, 
the average volume fraction of silicon in the mixture is 0.45. Conse­
quently, the volume fraction of aluminum is 0.55. 
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TABLE 7.1. Calculation of RAJ for the AI Phase in an AI-Si Powder Mixture 

Reflection III 200 

29 (0) 
Lattice parameter (nm), a 
Volume of unit cell (nm3), v 

sin 9 

J.. 
Atomic scattering factor, f (from Appendix 3) 
Pz (use the appropriate equations from Appendix 4) 
Multiplicity factor, p (from Appendix 6) 

[
1 + cos2 29] Lorentz-polarization factor -.-,2,.----
SID 9cos9 

(from Appendix 7) 

R= 1 [rp[l+cos229]~e_2M a 
"l sin2 9 cos9 ~ 

38.52 44.76 
0.4049 0.4049 
0.06638 0.06638 

2.141 2.471 

8.98 8.56 
1290 1172 

8 6 

15.69 11.22 

36,747.529 17.905.944 

awe are ignoring the temperature factor elM since the diffraction pattern is recorded at room 
temperature. we are using low-angle reflections. and because we are taking the ratios of R values. 

TABLE 7.2. Calculation of RSi for the SI Phase in an AI-Si Powder Mixture 

Reflection 111 220 

29 (0) 
Lattice parameter (nm). a 
Volume of unit cell (nm3). v 

sin 9 

J.. 
Atomic scattering factor. f (from Appendix 3) 
Pz (use the appropriate equations from Appendix 4) 
Multiplicity factor. p (from Appendix 6) 

[
1 + cos2 29] Lorentz-polarization factor . _ 2 
SIn- 9 cos 9 

(from Appendix 7) 

R= 1 [rp[1 +cos
2 29]~e-2M a 

"l sin2 9 cos9 ~ 

28.41 47.35 
0.5431 0.5431 
0.16019 0.16019 

1.593 2.607 

10.68 8.79 
3650 4945 

8 12 

30.41 9.98 

34.603.534 23.078.484 

awe are ignoring the temperature factor elM since the diffraction pattern is recorded at room 
temperature. we are using low-angle reflections. and because we are taking the ratios of R values. 
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EXPERIMENTAL PROCEDURE 

Take a thoroughly mixed powder mixture of MgO and CaO and record 
the x-ray diffraction pattern, using Cu Ka radiation in the 28 angular 
range of 25 to 70° (Fig. 7.2). You will have diffraction peaks from both 
the MgO and CaO phases in your pattern. Since both of them have a cubic 
structure, index the diffraction peaks, using the procedure in Experimen­
tal Module 1, and calculate the lattice parameter of each of the two phases. 
Choose two suitable pairs of reflections from the two phases (for example, 
the 200 and 220 reflections of MgO and III and 220 reflections of CaO) 
and calculate the proportion of the MgO and CaO phases, using the direct 
comparison method. Even though we can take the pairs of III and 200 
reflections of the two phases, since both of them have the fcc structure, 
the (lll)Mgo and (200)cao peaks are situated very close to each other. In 
fact, they almost overlap, consequently the intensities add up. Therefore, 
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FIG. 7.2. X-ray diffraction pattern of an MgO-CaO mixture. 
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it is better to avoid these reflections to estimate the phase proportions. 
Calculate the R values, using Eq. (7.8) for the MgO and CaO phases, and 
tabulate your results in Tables 7.3 and 7.4. Remember to calculate the 
required values from the calculated lattice parameters and the structure 
factor, multiplicity, and Lorentz-polarization values. Use the appropriate 
9 values for the reflections to calculate these factors. Ignore the tempera­
ture factor in your calculations. 

RESULTS 

Tabulate your results in Tables 7.3 and 7.4. 

Integrated intensity of the (200)MgO peak, IMgO = 108.2 
R value for (200)MgO peak, RMgO = 
Integrated intensity of the (220)MgO peak, IMgo = 65.4 
R value for (220)MgO peak, RMgO = 
Integrated intensity of the (Ill) CaO peak, ICao = 65.0 
R value for (111 )cao peak, RCaO = 

Integrated intensity of the (220)cao peak, leao = 93.2 
R value for (220)cao peak, RCaO = 
Since 

IMgO R MgO cMgo CMgO IMgO Reao --=--x--
ICaO RCaO cCaO cCaO lcao R MgO 

and 

CMgO + cCaO = 1 

the values of cMgo and cCaO are 

and cCaO = 

Calculate the volume fractions for both pairs of reflections and determine 
the average value. 

EXERCISES 

7.1. Assume that the intensity of a reflection in the powder method 
is directly proportional to p2 and the amount of material present and that 
it is inversely proportional to ~, the linear absorption coefficient. Consider 
a mechanical mixture of two elements Cu (Z = 29 and ~ = 46 em-I for Cu 
Ka. radiation) and Au (Z = 79 and ~ = 401 em-I for Cu Ka. radiation) and 
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TABLE 7.3. Work Table for Calculation of RMgO in an MgO-CaO Phase MIxture 

Reflection 

20 (0) 

Lattice parameter (nm), a 
Volume of unit cell (nm3), v 

sinO 
A 

Atomic scattering factor. f (from Appendix 3) 
p2 (use the appropriate equations from Appendix 4) 
Muitiplidty factor. p (from Appendix 6) 

[
1 + cos2 20] Lorentz-polarization factor ~2""---
slrr 0 cos 0 

(from Appendix 7) 

200 

42.91 
0.4213 

220 

62.30 
0.4213 

235 

"We are ignoring the temperature factor elM since the diffraction pattern is recorded at room temperature, we are using 
low-angie reflections, and because we are taking the ratios of R values. 

TABLE 7.4. Work Table for Calculation of Rcao in an MgO-CaO Phase MIxture 

Reflection 

20 (0) 

Lattice parameter (nm), a 
Volume of unit cell (nm3), v 

sinO 
A 

Atomic scattering factor. f (from Appendix 3) 
p2 (use the appropriate equations from Appendix 4) 

Muitiplidty factor, p (from Appendix 6) 

[
1 + cos2 20] Lorentz-polarization factor -.""'2.----
Slrr 0 cos a 

(from Appendix 7) 

R= 1 [rp[1 +cos
2 2a]lt-2M a 

-;l sin2 0 cosO ~ 

111 

32.17 
0.4811 

220 

53.83 
0.4811 

"We are ignoring the temperature factor elM since the diffraction pattern is recorded at room temperature, we are using 
low-angie reflections, and because we are taking the ratios of R values. 
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calculate the smallest weight percent of copper that can be detected in 
such a mixture, assuming that the intensity ratio must exceed 5% to be 
detectable above background. 

7.2. Consider the intensity ratio of two reflections of components A 
and B in a binary mixture. Prepare a schematic plot of this ratio against 
the amount of component B present when IlA > Ila, when IlA = Ila, and 
when IlA < Ila· 

7.3. Microscopic examination of hardened 1.0% carbon steel shows 
no undissolved carbides. X-ray examination of this steel in a diffractome­
ter with Co Ka. radiation shows that the integrated intensity of the 311 
austenite peak is 2.33 and the integrated intensity of the unresolved 
112-211 martensite doublet is 16.32, both in arbitrary units. Calculate the 
volume percent of austenite in the steel. Use the lattice parameter values 
a (austenite) = 0.3599 nm, a (martensite) = 0.2854nm, andc (martensite) 
= 0.2983 nm. Ignore the temperature factor. 



EXPERIMENTAL MODULE 8 

Identification of an Unknown 
Specimen 

OBJECTIVE OF THE EXPERIMENT 

To identify an unknown spedmen by x-ray diffraction procedures. 

MATERIALS REQUIRED 

Any single-phase and any two-phase material. 

BACKGROUND AND THEORY 

X-ray diffraction is a convenient method to identify an unknown 
spedmen by determining its crystal structure and comparing it with a 
repository of standard powder diffraction patterns. Exact matching of the 
interplanar spacings (d values) and intensities of all peaks between the 
standard and observed diffraction patterns confirms the identity of the 
unknown as the same as the standard or reference material. This was 
realized as early as 1919 by Hull (A. W. Hull, A New Method of Chemical 
Analysis, J. Am. Chern. Soc. 41 (1919),1168) who wrote 

... every crystalline substance gives a pattern; that the same substance 
always gives the same pattern; and that in a mixture of substances each 
produces its pattern independently of the others, so that the photograph 
obtained with a mixture is the superimposed sum of the photographs that 
would be obtained by exposing each of the components separately for the 
same length of time. This law applies quantitatively to the intensities of the 

237 
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lines, as well as to their positions, so that the method is capable of 
development as a quantitative analysis. 

The simplidty and advantages of the powder diffraction method for 
identification of an unknown substance are as follows: 

• The powder diffraction pattern is determined by the exact atomic 
arrangement in a material, so it is like a "fingerprint" of the material. 

• Each substance in a mixture produces its own characteristic diffrac­
tion pattern independently of the others. 

• The x-ray diffraction pattern discloses the presence of a substance 
as that substance actually exists in the spedmen. 

• Only a small amount of the material is required for recording the 
x-ray diffraction pattern. 

• The method is nondestructive. 

Since the x-ray diffraction pattern is like a fingerprint of any substance, 
it should be possible to unambiguously identify that material from its 
x-ray diffraction pattern. If we have a large collection of x-ray diffraction 
patterns from a number of substances, then the unknown material can 
be identified by obtaining its diffraction pattern and then determining 
which pattern from the collection matches exactly with the recorded x-ray 
diffraction pattern. The Powder Diffraction File (PDF) organized by the 
Joint Committee on Powder Diffraction Standards (JCPDS), later re­
named the International Centre for Diffraction Data, has a present collec­
tion of nearly 80,000 standard diffraction patterns. The spedal features of 
these files (often called "cards") and the type of information obtainable 
from each card was described in Sec. 3.4 of Part r. Let's now see how we 
can identify an unknown spedmen from these standard patterns. 

X-ray diffraction patterns indicate the state in which a substance exists, e.g., as a 
pure element, or a compound, or a mechanical mixture, whereas conventional 
chemical analysis techniques reveal the presence of only the chemical constituents. 
For example, in a plain carbon steel spedmen, conventional chemical analysis 
indicates the amount of carbon and iron in the spedmen; but x-ray diffraction 
patterns indicate whether the phases present in the steel are ferrite, cementite, 
austenite, martensite, etc., or a combination of them. Furthermore, polymorphic 
modifications of substances can be conveniently identified by x-ray diffraction 
techniques since each polymorph produces its own characteristic diffraction pattern. 
Conventional chemical analysis, on the other hand, again only tells us about the 
chemical element(s) present, which is (are) the same in both polymorphs. 
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Even though we had earlier recommended that you use nanometers (nm) as the 
unit of distance (for interplanar spadngs and lattice parameters), the PDF (still) lists 
all the interplanar spadngs in units of angstroms. Therefore, in this module we 
suggest that you use angstroms for measuring the interplanar spadngs. 

The cards list the interplanar spadngs (d values)-and not 29 values 
since these depend on the wavelength of the x-rays used, while dis 
independent of the radiation used-(through the use of a computer you 
can quickly convert the d values to 29 values for any given x-ray 
wavelength), Miller indices (hkl) of the planes having these spadngs, and 
the relative intensities (/111) of all the reflections observed, in addition to 
other crystallographic data (again see Sec. 3.4 in Part I for more details). 

The International Centre for Diffraction Data publishes two indexes­
alphabetical and numerical-and they are published separately for inor­
ganic and organic phases. The alphabetical index manual lists all the 
compounds in alphabetical order, so if you have an idea or intelligent 
guess of what the material might be, you can look up the corresponding 
"card," compare the d spadngs and relative intensities and confirm your 
guess. The numerical index manual (also called the Hanawalt Search 
Manual) lists the compounds in decreasing order of the d spadngs of the 
eight most intense reflections. These d spadngs are arranged in groups 
starting from 999.9 to 8.00 A as one group, 7.99 to 7.00 A as another 
group, etc., down to 1.37 to 1.00 A. The complete grouping is listed in 
Table 10 in Sec. 3.4, Part 1. The ± error range in each group is different 
and varies from -0.20 A for the largest d spadng group (999.9 to 8.00 A) 
to 0.01 A for the smallest group (1.37 to 1.00 A). The d value of the 
strongest peak in the pattern determines the group into which the entry 
falls, and the d value of the second strongest peak determines the 
subgroup. Since the accuracy in the measurement of d spadngs (espedhlJ.y 
at low angles) is not very high, you should always look for a range of d 
spadngs. For example, if the observed d spadng is 2.26 A, then you should 
look for d values from 2.23 to 2.29 A. You will find the numerical index 
manual or Hanawalt Search Manual the most useful in the identification 
of an unknown spedmen from its x-ray diffraction pattern. 

Identification of an unknown spedmen begins with recording its x -ray 
diffraction pattern with a suitable radiation and under suitable voltage 
and current conditions. You should ensure that the spedmen, if in powder 
form, has the ideal fine grain size to give a good x-ray diffraction pattern 
(containing sharp and intense diffraction peaks with a minimum of 
background) and that there is no preferred orientation in the spedmen. 
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It is desirable that you record the x-ray diffraction pattern with Cu Ka 
radiation since all the standard patterns in the PDF are recorded with this 
radiation, and it would be better to have the unknown and standard 
patterns recorded under similar conditions. (However, with modem 
computer software you can easily convert the data from one radiation to 
another. But you should realize that the relative intensities of the reflec­
tions can be different when different radiations are used. Further, you can 
have the card display either the 29 values or the d spacings; d spacings are 
preferred because the search manuals list only d spacings.) Convert all 29 
values into interplanar spacings (d values) and list the relative integrated 
intensities of all the reflections (remember to subtract the background 
intensity), assuming that the most intense reflection has an intensity of 
100%. Compute the d spacings to the nearest 0.01 A for low-angle peaks 
and to 0.001 A for high-angle peaks. 

Identifying the unknown material involves the following steps: 

1. Identify the three most intense reflections in the recorded pattern. 
Designate the interplanar spacing corresponding to the most in­
tense peak by dp that for the next most intense by d2, and the next 
one by d3• 

2. Locate the proper dl group in the Hanawalt Search Manual. 
3. Once you have found a reasonable match for dp look for the dosest 

match to d2• 

4. Repeat the procedure for d3• 

5. After the dosest match has been found for dp d2, and d3, compare 
their relative integrated intensities with the tabulated values. 

6. When the d values and the intensities for the three most intense 
reflections from the observed pattern match well with any of those 
listed in the manual, locate the proper card and compare the d and 
intensity values for all the reflections. When full agreement is 
obtained, identification is complete. 

In practice, the unknown material may contain one or more phases. 
The procedure for identification, however, is the same in both cases except 
that if the material contains only one phase the identification is easy and 
relatively straightforward. Let's now see how an unknown material can 
be identified by using the x-ray diffraction technique and the Hanawalt 
Search Manual. 

Single-Phase Material 
The experimental 29, d, and 1111 (where I is the intensity of any peak 

and 1111 is the ratio of any given peak to that of the most intense peak, 
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taken as 100%) values from the x-ray diffraction pattern (Fig. 8.1) of the 
unknown spedmen recorded with Cu Ka radiation are listed in Table 8.1. 

Note that the three most intense peaks in the pattern have d spadngs 
2.16, 2.50, and 1.53 A with intensities 100, 85, and 55, respectively. In 
the Hanawalt Search Manual, you will find that the d spadng correspond­
ing to the most intense peak is 2.22 to 2.16 (± 0.01) A. The d spadng 
corresponding to the second most intense peak (2.50 A) has many entries. 
Table 8.2 reproduces some of the entries, with the most intense peak 
having a d spadng of 2.16 A and the second most intense peak 2.50 A. In 
the Hanawalt Search Manual the d values of the three most intense peaks 
are shown in boldface. 

In Table 8.2 notice that only three phases-NaFe20 3, TaN, and TiC­
have d spadng of 1.53 A for the third strongest reflection. Therefore, we 
now have to dedde which of these three substances is our unknown 
spedmen. To do this, compare the list of d spadngs obtained from the 
x-ray diffraction pattern of the unknown spedmen and intensities of the 
other reflections with those of the possible materials in Table 8.2. The 
unknown pattern has a d spadng of 1.30 A for the fourth most intense 
reflection, so the spedmen cannot be NaFe20 3, which has a d spadng of 
1.56 A for the fourth most intense reflection. 

If we continue this procedure, the fifth most intense reflection has a d 
spadng of 0.97 A for the unknown spedmen. Comparing TaN and TiC, 
we see that only TiC has a d spadng of 0.97 A and an intensity of 30% of 
the most intense reflection. This matches very well with the values for 
the unknown spedmen. A comparison of the d values and intensities in 
the unknown pattern and those of TiC (PDF #32-1383) confirms that the 
unknown spedmen is TiC. 

TABLE 8.1. Experimental Data for Identifying an Unknown 
Specimen 

Peak # 29 (0) d(A) IIIl 

35.84 2.503 85 
2 41.73 2.163 100 
3 60.47 1.530 55 
4 72.37 1.305 32 
5 76.02 1.251 18 
6 90.75 1.082 II 
7 101.71 0.993 13 
8 105.48 0.968 25 
9 121.27 0.884 25 

10 135.17 0.833 15 
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FIG. B.l. X·ray diffraction pattern of the unknown single·phase material. 
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The preceding description reminds us that in order to unambiguously 
identify the material it is essential that all peaks in the experimental 
diffraction pattern must match the peaks listed in the standard diffraction 
pattern. In this situation the intensities also match very well, although 
sometimes they might be slightly different in the two patterns. 

TABLEB.2. Excerpt from the Hanawalt Search Manual (1996 edition, p. 1092) 

Strongest reflections PSC Chemical formula PDF# 

2..18" 2..50, 2..49, 2.275 2.195 1.685 1.445 1.305 oP12.50 C20Cr25V55 18·401 

2..18" 2..504 1.53", 1.563 2.602 2.592 1.312 1.302 hR8 NaFe203 32·1066 

2..17" 2..50, 2..~ 3.303 3.123 1.563 2.632 3.81 1 hP* GaiIil50" 33·750 
2..17. 2..50" 1.53", 1.314 1.253 0.001 0.001 0.001 cP8 JaN 32·1283 
2..16. 2..50" 3.40. 2.338 2.118 1.748 1.538 2.745 oP20 LacrOs2 31·659 

2..16. 2..50" 2..19" 1.385 1.255 1.931 2.321 2.27 1 (Al25Fe25Nb50) 23·1008 

2..16" 2..50. 1.536 1.303 0.973 0.883 1.252 0.832 cP8 TIC 32·1383 

2..15" 2..50, 2..:Z&, 1.32" 1.23, 1.296 1.895 1.365 cP1l6 (ReO.65FeO.35h3B6 19·619 

2..15. 2..50" 2..:ZO" 1.455 1.385 1.255 2.032 1.932 j4'·Al23Co23Ta54 23·1007 

An entry of 0.001 indicates that either there were no additional reflections present in the pattern or 
they were not indexed. The subscript 1 is included only for computer purposes, it has no physical 
meaning. 
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Two-Phase Material 

Identification of phases in a two-phase mixture is a little more com­
plex, but follows the same prindples already outlined. An x-ray diffraction 
pattern is recorded from the material, and the d (in units of angstroms) 
and II II values are listed for all reflections in the pattern. The dl' d2, and 
d3 values of the three most intense reflections are noted and compared 
with the Hanawalt Search Manual and one of the phases is identified. A 
similar procedure is followed for identifying the remaining phase. This 
procedure can also be extended to materials with more than two phases, 
but it is much more complex and time consuming. It may be helpful to 
use the "Hanawalt work forms" on which a record can be kept of the 
sequence of steps taken in the process of the solution, thereby avoiding 
omissions and repetitions. Use of such a form is illustrated in the PDF 
Search Manual-Hanawalt Method published by the JCPDS-International 
Centre for Diffraction Data. Alternatively, you can use your own work­
sheet to record all the possibilities you have worked out and found to be 
unsatisfactory. 

Let's now work out an example on identifying the constituent phases 
in a two-phase mixture. Table 8.3 lists the 28 (though not required for 
the analysis), d, and IIII values of all observed reflections from the 
diffraction pattern of the two-phase material recorded with Cu Ka. radia­
tion shown in Fig. 8.2. 

TABLE 8.3. Diffraction Data from an Unknown 
Two-Phase Material 

Peak # 28 (0) dIAl IIII 

37.26 2.411 68 
2 43.29 2.088 100 
3 44.51 2.034 59 
4 51.87 1.761 28 
5 62.89 1.477 57 
6 75.40 1.260 13 
7 76.43 1.245 13 
8 79.37 1.206 8 
9 92.99 1.062 15 

10 95.05 1.044 4 
11 98.49 1.017 5 
12 106.97 0.958 5 
13 11l.l1 0.934 16 
14 129.18 0.853 15 
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FIG. 8.2. X-ray diffraction pattern of the unknown two-phase material. 

From Table 8.3 we note that the three strongest peaks in the pattern 
have d spacings 2.09, 2.41, and 2.03 A. In the Hanawalt Search Manual, 
we find that 2.09 A lies between of 2.15 and 2.09 (iO.l) A. The excerpt 
from the Hanawalt Search Manual in Table 8.4 gives 10 possible materials, 
with the first two most intense spacings given as 2.09 and 2.41 A. 
However, none of these have a d spacing of 2.03 A for the third most 
intense reflection, which is observed in the unknown pattern. Since the 
present diffraction pattern is obtained from a mixture of two phases, it is 
possible that the third most intense peak observed in our diffraction 
pattern is the most intense peak from the second phase and does not 
belong to the first phase. Assuming that this is the case, we need to decide 
which of these 10 substances forms the first phase. 

From Table 8.4 notice that four substances have d spacings of 2.09 A 
and 2.41 A for the first two most intense reflections, namely Rh2Si, TmAg3, 

NiO, and NiO (Bunsenite). Considering Rh2Si as a possibility, we note that 
the third most intense peak has a d value of 2.23 A and a relative intensity 
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TABLE 8.4. Excerpt from the Hanawalt Search Manual (1996 edition, p. 1145) 

Strongest reflections PSC Chemical fonnula PDF# 

2.12x 2.41x 3.87] 1.432 1.352 0.001 0.001 0.001 CUO.139MnO.86102 41-183 

2.129 2.41x 2.22x 1.809 1.878 1.838 1.568 2.81 5 0136 FeGeNb 24-535 

2.11x 2.41 5 3.274 2.232 1.32 1 1.731 1.631 1.411 oP4 IrW 29-691 

2.09x 2.41x 2.23x 2.13x 2.928 2.248 2.188 1.978 oP12 Rh2Si 37-1316 

2.09x 2.41x 1.48x 1.27x 0.968 0.868 0.81 8 1.21 6 cP4 TmAg] 27-626 

2.09x 2.41 6 1.486 1.261 1.211 0.93 1 0.85 1 1.041 hR2 NiO 44-1159 

2.09x 2.419 1.486 0.932 0.852 1.262 1.211 1.041 cF8 NiO (Bunsenite) 4-835 

2.08x 2.414 2.92] 2.04] 1.862 1.322 1.212 1.182 hP38 C017Gd2 43-1383 

2.08x 2.419 1.476 1.263 0.933 0.852 1.202 0.962 cP60 V8C7 35-786 

2.15x 2·40x 2.05x 1.33x 1.22x 1.708 1.428 1.368 tI34 Pt12Si5 34-903 

over 100%. In our diffraction pattern we do not have a d spacing of 2.23 
A. Therefore, the first phase is definitely not Rh2Si. Considering the other 
possibilities, we note that the third peak has a d value of 1.48 A in the 
three remaining cases. The relative intensity of the third peak for TmAg3 

is over 100%, whereas for NiO (hR2), and Bunsenite (synthetic NiO) 
(cF8) it is 60. Since the reflection with 1.48 A in our pattern has an 
intensity of 57, it is possible that the phase is either NiO(hR2) or NiO(cF8) 
but not TmAg3• The fourth most intense peak in NiO has a d value of 1.26 
A and an intensity of 10, whereas for Bunsenite these values are 0.93 A 
and 20. When we compare our data with those for NiO and Bunsenite, 
we realize that complete matching is obtained only for Bunsenite. Now, 
let's look at the whole pattern of Bunsenite (card #4-835) and compare 
it with the observed pattern. The results are summarized in Table 8.5. 

From Table 8.5 it is clear that all the expected d values of Bunsenite 
are present in the actual pattern. Further, the relative intensities of most 
peaks in both patterns also match. However, the intensity of the first peak 
with a d spacing of 2.41 A has an intensity of 68 in the observed pattern, 
whereas it has 91 in the PDF. The most recent card (47 -1049, yet to be 
published) for Bunsenite notes the intensity of this peak as 61. (Other 
differences exist between cards 4-835 and 47-1049.) Also, since the hkl 
values in Table 8.5 are unmixed, the material must be based on a 
face-centered cubic Bravais lattice. This additional factor also confirms 
that the phase is Bunsenite (cF8) and not the hexagonal polymorph of 
NiO (hR2). Thus, it can be concluded that the cubic form of NiO (Bun­
senite) is one of the phases in the mixture. Identification of the unknown 
specimen will be complete when we assign all the remaining peaks to the 
other phase. These remaining peaks are listed in Table 8.6, with the 
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TABLE B.S. Identification of the Unknown Two-Phase Material 

Peak # dobs. (A) 1IIlobs. 
d(Bunsenlte) (A) 1111 (Bunsenlte) 

hkl(Bunsenite) (card #4-835) (card #4-835) 

2.411 68 2.410 91 111 
2 2.088 100 2.088 100 200 
3 2.034 59 
4 1.761 28 
5 1.477 57 1.476 57 220 
6 1.260 13 1.259 16 311 
7 1.245 13 

8 1.206 8 1.206 13 222 
9 1.062 15 

10 1.044 4 1.044 8 400 
11 1.017 5 
12 0.958 5 0.958 7 331 
13 0.934 16 0.934 21 420 
14 0.853 15 17 422 

intensities normalized so that the most intense peak of the remaining 
peaks has an intensity of 100%. 

From the Hanawalt Search Manual for 2.03, 1.76, and 1.25 A as the 
d values of the three strongest peaks, there are three possibilities-FeNi3, 

Ni, and Ni3Si (Table 8.7). Even though the first four d spadngs of the 
unknown pattern match those of Fe Ni3, Ni, and Ni3Si in Table 8.7, the 
intensities are slightly different. The observed intensity for the second 
reflection in the unknown pattern is 47, and it is 60 for FeNi3, 40 for Ni, 
and 70 for Ni3Si. The intensities of the other reflections for FeNi3 and N3Si 
are conSistently higher than those of our unknown. Therefore, we can 
consider Ni as the best choice. By comparison with card #4-850 (for 
nickel) the d values in the pattern can be indexed as arising from the (Ill), 
(200), (220), (311), and (222) planes, those typical of a face-centered 
cubic lattice. This fact lends additional support to our identification, since 

TABLE B.6. Data for Identification of the Second Phase 

Peak # diAl 1111 observed III I nonnalized 

3 2.034 59 100 
4 1.761 28 47 
7 1.245 13 22 
9 1.062 15 25 

11 1.017 5 8 
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TABLEB.7. Excerpt from the Hanawalt Search Manual (1996 edition, p. 1155) 

Chemical 
Strongest reflections PSC formula PDF# 

Z·04x 1.779 Z.307 3.003 1.273 3.44, 2.50, 2.17, h*30 can03 40-43 

Z·04x 1.776 I.Z53 1.074 1.02, 0.81, 0.79, 0.00, cP4 FeNi3 34-419 

Z.OZx 1.776 1.754 0.805 0.785 2.623 3.703 2.341 cF116 BJ.i3Ni1o 42-967 

Z·079 1.76x Z.939 3.399 1.197 0.827 0.817 1.696 cP12 PdPO.67S'.33 25-604 

Z·06x 1.768 Z.~ 1.26x 1.25x 1.186 1.565 1.335 Mn3Co7 18-407 
Z.03x 1.764 I.Z53 1.061 0.791 0.81, 1.02, 0.88, cf4 Ni 4-850 

Z·08x 1.75x 3.578 3.248 2.257 3.336 3.615 2.11 5 hP26 As4CU3.1li5.8 23-801 

Z·06x 1.758 1.198 1.337 1.127 0.987 0.927 3.376 tP7 CdIn1Se4 8-267 

Z.OZx 1.757 I.Z37 1.067 0.877 0.807 1.01 5 0.885 cP4 Ni3Si 6-690 

Z·04x 1.74x 3.338 1.348 1.188 1.118 0.988 2.895 cF* LaOF 17-280 

Z·04x 1.748 3.3Z5 2.884 1.66, 1.44, 0.00, 0.00, cFIO NiiIe1 23-1279 

Ni has a face-centered cubic lattice, whereas FeNi3 and Ni3Si have primi­
tive cubic lattices. The actual and expected d values and intensities match 
very well for Ni. Hence, it can be concluded that the second phase in the 
mixture is nickel. Thus, the starting material is a mixture of nickel and 
the cubic form of NiO (Bunsenite). 

In identifying unknown specimens (whether single phase or multiphase) 
with this technique, remember that the d values and relative intensities of 
all the peaks must be accounted for. Further, all peaks expected of the 
substances must be present in the observed diffraction pattern. 

In practice, you will not know the number of phases in an unknown 
spedmen. In that case, you may first assume that the material contains 
only one phase and check whether you can match the observed d spadngs 
and intensities of all the reflections with any of those in the standard 
collection. H matching is not obtained, then you may assume that the 
material contains more than one phase and proceed to identify the 
constituent phases. 

Material identification by x-ray diffraction using the Hanawalt method 
has some limitations. First, in practice the intensities of all the peaks may 
not always match those listed on the standard cards. One reason is that 
the material may have developed texture (preferred orientation). In this 
case, the intensities are higher for some reflections and lower for some 
others, depending on the type of preferred orientation. Second, if the 
experimental diffraction pattern is not recorded in the full range of 29, 
and if some of the high -angle peaks are more intense than those at low 
angles, the sequence of d spadngs with decreasing intensity may be 
wrong. Third, it is also possible that the cards in the PDF have some errors. 
One such error was found in the diffraction pattern of titanium (PDF 
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I/) 
n. 
u 

#5-682) where the 210 reflection had been omitted from the indexing. 
This error was corrected only in 1997 (PDF #44-1294). If errors exist in 
the cards, the identification may also be in error. Last, the method is totally 
inadequate for identification if the diffraction pattern of the substance is 
not included in the PDFI 

EXPERIMENTAL PROCEDURE 
An x-ray diffraction pattern of an unknown single-phase material re­

corded with Cu Ka radiation is presented in Fig. 8.3. The 2a, dvalues (in A), 
and relative intensities of all peaks in the diffraction pattern are listed in Table 
8.8. Identify the phase in the specimen, using the procedures discussed here. 
Additionally, you may take any unlabeled powder from the shelf, record 
the x-ray diffraction pattern by Cu Ka radiation, and identify the phase(s) 
in the spedmen using these procedures. 

~v J A .AJ L 
I 

30 100 

2 Theta 
FIG. 8.3. X-ray diffraction pattern of an unknown material. 
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TABLE B.B. Data for Identification of the Unknown Specimen 

Peak # 29 (0) d(A) 1111 

36.90 2.434 15 

2 42.79 2.111 100 

3 62.12 1.493 51 

4 74.49 1.273 5 
5 78.49 1.217 13 

6 93.93 1.054 6 

7 105.71 0.966 2 
8 109.84 0.941 16 
9 127.16 0.860 14 

EXERCISES 

8.1. An unknown single-phase substance has the follOwing d and II II 
values. Identify the substance by reference to the PDF and the Hanawalt 
Search Manual. 

d (A) IIII d (A) IIII 

3.123 100 1.209 2 
2.705 10 1.103 10 
1.912 51 1.040 5 
1.633 30 0.9597 3 
1.561 5 0.9138 5 
1.351 6 0.8548 3 
1.240 10 0.8244 2 

8.2. An unknown single-phase substance has the following d and IIII 
values. Identify the substance by reference to the PDF and the Hanawalt 
Search Manual. 

d (A) IIlI d (A) IIII 

3.155 92 1.222 
2.731 1 1.115 17 
1.932 100 1.051 7 
1.647 33 0.966 4 
1.577 1 0.911 1 
1.366 10 0.864 8 
1.253 9 0.833 3 
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APPENDIX 1: PLANE-SPACING EQUATIONS AND UNIT CELL 
VOLUMES 

Plane Spacings 
The distance, d, between adjacent planes in the set (hkl) may be found 

from the following equations where a, b, c, (x, /3, and y represent the lattice 
parameters of the unit cell. 

Cubic: 

-----

Rhombohedral: 

Hexagonal: 

Tetragonal: 

1 (h2 + J<2 + 12) sin2 a + 2 (hk + kl + hi) (cos2 a - cos a) 

d2 = a2 (1 - 3 cos2 a + 2 cos3 a) 

1 h2 + J<2 P 
-=--+­
~ a2 c2 
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Orthorhombic: 

Monoclinic: 

Triclinic: 

1 h2 J<2 12 
-=-+-+­
tf a2 I? C2 

1 1 
d2 = V2 (Sll h2 + S22 J<2 + S33 P + 2S12 hk + 2S23 kl + 2S13 hi) 

In the equation for the triclinic lattice, 

v = volume of the unit cell 
Sll = b2c2 sin2 (X 

S22 = a2c2 sin2 13 
S33 = a21? sin2 y 
S12 = abc2(cos (X cos 13 - cos y) 
S23 = a2bc(cos 13 cos y - cos (X) 

S13 = a~c(cos y cos (X - cos 13) 

Unit-Cell Volumes 
The volume of the unit cell may be determined by using the following 

equations: 

Cubic: 

Rhombohedral: 

Hexa90nal: 

{3a2c 2 
V=-2-=O.866a c 

Tetra90nal: 

v=a2c 
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Orthorhombic: 
V=abc 

Monoclinic: 

V= abc sin Ii 
Triclinic: 

V= abc VI - coi- a. - coi- fl- cos2 y + 2 cos a. cos 13 cos y 
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APPENDIX 2: QUADRATIC FORMS OF MILLER 
INDICES FOR THE CUBIC SYSTEM 

If-+i?+? hkl Latticea 

100 p 
2 110 P,I 
3 111 P,ED 
4 200 P,LF 
5 210 P 
6 211 P.I 
7 
8 220 P.LED 
9 300,221 P 
10 310 P.I 
11 311 P.ED 
12 222 P. I, F 
13 320 P 
14 321 P.I 
15 
16 400 P.I,ED 
17 410,322 P 
18 411,330 P,I 
19 331 P.ED 
20 420 P.LF 
21 421 P 
22 332 P,I 
23 
24 422 P.LED 
25 500,430 P 
26 510,431 P.I 
27 511,333 P.ED 
28 
29 520,432 P 
30 521 P.I 
31 
32 440 P.LED 
33 522,441 P 
34 530,433 P.I 
35 531 P.ED 
36 600,442 P.LF 
37 610 P 
38 611,532 P.I 
39 
40 620 P.LED 

'p = primitive cubic. I = body-centered cubic, F = face-centered cubic, D = diamond 
cubic. Even though diamond cubic is not one of the Bravais lattices, we included it 
here separately for convenience only. 
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APPENDIX 3: ATOMIC AND IONIC SCATTERING FACTORS OF SOME 
SELECTED ELEMENTS 

(sin 6) fA 
(run-I) 0.0 

H 

Li 
C 

N 

o 
Na+ 

Na 
Mg+2 

Mg 
AI+3 

AI 
Si+4 

Si 
CI 
CI­
Ca 

Ti 

Cr 
Fe 

Ni 

Cu 
Zn 
Ga 

Ge 

As 

Ag 
Cd 

Te 
Cs 

W 

Au 

Po 

3 

6 
7 

8 
10 

II 
10 

12 

10 

13 

10 

14 

17 
18 

20 
22 

24 

26 

28 

29 

30 

31 

32 

33 

47 

48 

52 
55 

74 
79 

84 

1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 

0.8II 0.481 0.251 0.130 0.071 0.040 0.024 0.015 0.010 0.007 

2.215 

5.107 
6.180 

7.245 

9.546 

9.760 

9.662 

10.47 

9.738 

11.23 

9.790 

12.13 
15.23 

15.69 

17.33 

19.41 

21.79 

23.68 

25.81 

27.08 

27.93 

28.68 

29.53 

30.47 

43.96 

44.80 

48.17 
50.63 

69.78 

75.14 

79.31 

1.742 

3.560 

4.563 

5.623 

8.374 

8.335 

8.735 

8.75 

9.011 

9.158 

9.199 

9.673 
11.99 

11.99 

14.30 

16.04 

18.26 

20.05 

22.15 

23.54 

24.28 

24.94 

25.57 

26.24 

38.15 

38.93 

41.62 
43.89 

62.52 

67.30 

70.87 

1.513 

2.494 

3.219 

4.089 

6.894 

6.881 

7.513 

7.446 

7.975 

7.873 

8.327 

8.231 

9.576 

9.524 

11.71 

13.20 

14.97 

16.74 

18.70 

19.87 

20.72 

21.48 

22.14 

22.72 

32.42 

33.25 

36.08 
37.90 

55.54 

59.40 

63.09 

1.270 

1.948 

2.393 

3.006 
5.471 

5.471 

6.210 

6.194 

6.813 

6.766 

7.306 

7.202 

8.181 

8.162 

9.650 

10.85 

12.23 

13.85 

15.58 

16.51 

17.42 

18.28 

19.05 

19.73 

27.71 

28.47 

31.42 
33.24 

49.21 

52.58 

56.28 

1.033 

1.685 

1.942 

2.338 
4.290 

4.293 

5.025 

5.034 

5.683 

5.692 

6.259 

6.240 

7.305 

7.305 

8.275 

9.148 

10.18 
11.50 

12.96 

13.71 

14.56 

15.41 

16.23 

16.99 

24.18 

24.78 

27.46 
29.38 

43.69 

46.93 

50.37 

0.823 

1.537 

1.697 

1.946 
3.395 

3.398 

4.046 

4.059 

4.681 

4.713 

5.277 

5.312 

6.595 

6.600 

7.392 

8.007 

8.756 

9.753 

10.91 

11.51 

12.24 

13.00 

13.77 

14.54 

21.61 

22.06 

24.23 

26.07 

38.96 

42.21 

45.34 

0.650 

1.426 

1.551 

1.714 

2.753 

2.754 

3.288 

3.297 

3.851 

3.883 

4.418 

4.470 

5.915 

5.920 

6.762 

7.240 

7.791 

8.512 

9.392 

9.861 

10.44 

11.07 

11.75 

12.44 

19.66 

20.03 

21.71 
23.30 

34.88 

38.16 

41.09 

0.512 

1.322 

1.445 

1.568 

2.305 

2.305 

2.724 

2.729 

3.195 

3.221 

3.701 

3.750 

5.245 

5.248 

6.228 

6.676 

7.118 

7.645 

8.301 

8.663 

9.108 

9.604 

10.15 

10.74 

18.07 

18.41 

19.78 
21.07 

31.33 

34.58 

37.43 

0.404 

1.219 

1.353 

1.463 

1.997 

1.997 

2.315 

2.317 

2.693 

2.712 

3.124 

3.164 

4.607 

4.608 

5.717 

6.200 

6.606 

7.023 

7.519 

7.799 

8.132 

8.510 

8.937 

9.4II 

16.65 

17.00 

18.26 
19.31 

28.24 

31.39 

34.22 

0.320 

1.114 

1.265 

1.377 

1.785 

1.784 

2.023 

2.022 

2.319 

2.330 

2.673 

2.702 

4.023 

4.024 

5.209 

5.752 

6.172 

6.545 

6.944 

7.166 

7.417 

7.702 

8.028 

8.396 

15.32 

15.70 

16.99 
17.90 

25.58 

28.53 

31.34 

From International Tables [or Crystallography, Volume C, edited by A. J. C. Wilson, Kluwer Academic Publishers, Dordrecht, 
The Netherlands, 1995, pp. 477-485. 
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APPENDIX 4: SUMMARY OF STRUCTURE FACTOR 
CALCULATIONS 

Pearson Symbol and 
Typical Examples Atom Coordinates 

cPl (a-Po) 0,0,0 

cP2 (CsCl,jl-CuZn) Cs: 0,0,0; Cl: t,H 

cP4 (Cu)Au) Au: 0,0,0 

cI2 (w. Cr, a-Pe) 

cf4 (At Cu, Ni) 

cFS (Si, Ge) 

cFS (NaCL TIN) 

cFS (Zns, GaAs) 

hP2 (Zn, Mg. TI) 

Cu' 1 1 O. 1 0 I. 0 1 I 
. 2'2"' '2' '2' '2'2 

o,o,o;Ht 

O 0 O· 1 1 O· 1 0 I. 0 1 1 , , , 2"z' , 2' ii' '2'2 

Na' 000' 1 1 O. 1 0 I. 0 1 1 
. , , , 2'2' , 2' '2' '2'2 

Cl' 1 0 o· 0 1 o· 0 0 I. 1 1 I '2' , , '2" , '2'2'2'2 

00 O. 211 
, , ']']'2 

p2 = f2 for all hid values 

Jfl = (fc. + fCll for h + k + 1 even 

III = (fc. - fC~2 for h + k + 1 odd 

p2 = (fAu + 3fcu)2 for hkl unmixed 

p2 = (fAu - fCu)2 for hkl mixed 

p2 =4f2 forh +k+ 1 even 

p2= o for h+ k+ 1 odd 

p2 = 16f2 for hkl unmixed 

p2 = 0 for hkl mixed 

p2 = 64f2forh + k+ 1=4N 

p2 = 32f2 for h + k + 1 odd 

p2 = 0 for hkl mixed 

p2 = 0 forh+ k+ 1=4N±2 

pl = 16( fNa + fCI)l for hkl even 

p2 = 16(fNa - fCI)2 for hkl odd 

p2 = 0 for hid mixed 

p2 = 16([, + f.z"i forh+ k+ 1=4N 

p2 = 16([,- fZn)l for h + k + 1= 2N 

III = 16(f:+f~) forh+k+lodd 

p2 = 0 for hid mixed 

p2 = 4f2 for h + 2k = 3N and 1 even 

p2 = 3fl for h + 2k = 3N ± 1 and 1 odd 

F2 =f2 for h + 2k = 3N± 1 and 1 even 

p2 = 0 for h + 2k = 3N and 1 odd 
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APPENDIX 5: MASS ABSORPTION COEFFICIENTS Wp (cm2/g) 
AND DENSITIES P (g/cm3) OF SOME SELECTED ELEMENTS 

Density (g/cm3) 
ILlp Cu Ka. ILIP CU Kf} 

Absorber Atomic Number A = 0.154184 run A = 0.139222 run 

iI: 0.08375 x 10-3 0.391 0.388 
II 3 0.533 0.500 0.412 
C 6 2.27 4.51 3.33 
N 7 1.165 X 10-3 7.44 5.48 
0 8 1.332 X 10-3 II.5 8.42 
Na II 0.966 29.7 22.0 
Mg 12 1.74 40.0 29.6 
Al 13 2.70 49.6 36.8 
Si 14 2.33 63.7 47.5 
Cl 17 3.214 x 10-3 106 79.5 
Ca 20 1.53 170 129 
n 22 4.51 200 152 
Cr 24 7.19 247 185 
Fe 26 7.87 302 232 
Ni 28 8.91 48.8 279 
Cu 29 8.93 51.8 39.2 
Zn 30 7.13 57.9 43.8 
Ga 31 5.91 62.1 47.0 
Ge 32 5.32 67.9 51.4 
As 33 5.78 74.7 56.5 
Ag 47 10.50 213 163 
cd 48 8.65 222 169 
Te 52 6.25 267 204 
Cs 55 1.91 (-10°e) 317 243 
W 74 19.25 168 130 
Au 79 19.28 201 155 
Po 84 254 196 

The mass absorption coefficients are from International Tables for Crystallography, Volume C, edited 
by A. J. C. WIlson, Kluwer Academic Publishers, Dordrecht, The Netherlands, 1995, pp. 200-205. 



258 Appendixes 

APPENDIX 6: MULTIPLICITY FACTORS 

Cubic System 
Miller Indices hkl hhl Ok{ Olck hhh 001 

Example 345 112 012 OIl III 002 
Multiplicity 48 24 24 12 8 6 

Hexagonal System 
Miller Indices hkl hhl Okl hkO hhO oka 001 

Example 123 112 012 120 110 010 002 
Multiplicity 24 12 12 12 6 6 2 
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APPENDIX 7: LORENTZ-POLARIZATION FACTOR [1 +2 col2a] 
sin 9 cos 9 

9° 

2 

3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 

0.0 0.1 

1639 
727.2 
408.0 
260.3 
180.1 
131.7 
100.3 

1486 

78.79 
63.41 
52.03 
43.39 
36.67 
31.34 
27.05 
23.54 
20.64 
18.22 
16.17 
14.44 
12.95 
11.66 
10.55 
9.579 
8.730 
7.984 
7.327 
6.745 
6.231 
5.774 
5.367 
5.006 
4.685 
4.399 
4.145 
3.919 
3.720 
3.544 
3.389 
3.255 

3.138 
3.038 
2.954 
2.884 
2.828 

680.9 
388.3 
250.1 
174.1 
128.0 
97.80 
77.02 
62.12 
51.06 
42.64 
36.08 
30.87 
26.66 
23.23 
20.38 
18.00 
15.99 
14.28 
12.81 
11.54 
10.45 
9.489 
8.651 
7.915 
7.265 
6.691 
6.182 
5.731 
5.329 
4.972 
4.655 
4.372 
4.121 
3.898 
3.701 
3.528 
3.375 
3.242 

3.127 
3.029 
2.946 
2.878 
2.824 

0.2 0.3 0.4 0.5 

1354 
638.8 
369.9 
240.5 
168.5 
124.4 

1239 
600.6 
352.8 
231.4 
163.1 
120.9 

1138 
565.6 
336.8 
222.9 
158.0 
117.6 

1048 

95.37 
75.31 
60.86 
50.12 
41.91 
35.50 
30.41 
26.29 
22.92 
20.12 
17.78 
15.80 
14.12 
12.67 
11.43 
10.34 
9.400 
8.573 
7.846 
7.205 
6.637 
6.135 
5.688 
5.292 
4.939 
4.625 
4.346 
4.097 
3.877 
3.683 
3.512 
3.361 
3.230 
3.117 
3.020 
2.939 
2.872 
2.819 

93.03 
73.65 
59.65 
49.20 
41.20 
34.94 
29.95 
25.92 
22.61 
19.87 
17.57 
15.62 
13.97 
12.54 
11.31 
10.24 
9.313 
8.496 
7.778 
7.145 
6.584 
6.088 
5.647 
5.254 
4.906 
4.595 
4.320 
4.074 
3.857 
3.665 
3.495 
3.347 
3.218 
3.106 
3.011 
2.932 
2.866 
2.814 

90.78 
72.05 
58.46 
48.30 
40.50 
34.39 
29.51 
25.56 
22.32 
19.62 
17.36 
15.45 
13.81 
12.41 
11.20 
10.15 
9.226 
8.420 
7.711 
7.086 
6.532 
6.041 
5.605 
5.218 
4.873 
4.566 
4.294 
4.051 
3.837 
3.647 
3.480 
3.333 
3.206 
3.096 
3.003 
2.924 
2.860 
2.810 

533.6 
321.9 
214.7 
153.1 
114.4 
88.60 
70.50 
57.32 
47.43 
39.82 
33.85 
29.08 
25.21 
22.02 
19.38 
17.15 
15.27 
13.66 
12.28 
11.09 
10.05 
9.141 
8.345 
7.645 
7.027 
6.480 
5.995 
5.564 
5.181 
4.841 
4.538 
4.268 
4.029 
3.817 
3.629 
3.464 
3.320 
3.194 

3.086 
2.994 
2.917 
2.855 
2.805 

0.6 

968.9 
504.3 
308.0 
207.1 
148.4 
111.4 
86.50 
68.99 
56.20 
46.58 
39.16 
33.33 
28.66 
24.86 
21.74 
19.14 
16.95 
15.10 
13.52 
12.15 
10.98 
9.952 
9.057 
8.271 
7.580 
6.969 
6.429 
5.950 
5.524 
5.146 
4.809 
4.509 
4.243 
4.006 
3.797 
3.612 
3.449 
3.306 
3.183 
3.076 
2.986 
2.911 
2.849 
2.801 

0.7 

898.3 
477.3 
294.9 
199.8 
144.0 
108.5 

84.48 
67.53 
55.11 
45.75 
38.52 
32.81 
28.24 
24.52 
21.46 
18.90 
16.75 
14.93 
13.37 
12.03 
10.87 
9.857 
8.973 
8.198 
7.515 
6.912 
6.379 
5.905 
5.484 
5.110 
4.777 
4.481 
4.218 
3.984 
3.777 
3.594 
3.434 
3.293 
3.171 

3.067 
2.978 
2.904 
2.844 
2.797 

0.8 

835.1 
452.4 
282.7 
192.9 
139.7 
105.6 
82.52 
66.11 
54.06 
44.94 
37.88 
32.31 
27.83 
24.19 
21.18 
18.67 
16.56 
14.76 
13.23 
11.90 
10.76 
9.763 
8.891 
8.126 
7.452 
6.856 
6.329 
5.861 
5.445 
5.075 
4.746 
4.453 
4.193 
3.962 
3.758 
3.577 
3.419 
3.280 
3.160 
3.057 
2.970 
2.897 
2.839 
2.793 

0.9 

778.4 
429.3 
271.1 
186.3 
135.6 
102.9 
80.63 
64.74 
53.03 
44.16 
37.27 
31.82 
27.44 
23.86 
20.91 
18.44 
16.36 
14.60 
13.09 
11.78 
10.65 
9.671 
8.810 
8.055 
7.389 
6.800 
6.279 
5.817 
5.406 
5.040 
4.715 
4.426 
4.169 
3.941 
3.739 
3.561 
3.404 
3.267 
3.149 

3.048 
2.962 
2.891 
2.833 
2.789 

(continued) 



260 Appendixes 

Appendix 7. Continued 

0° 

46 
47 
48 
49 

0.0 0.1 0.2 0.3 0.4 

2.785 2.782 2.778 2.775 2.772 
2.755 2.752 2.750 2.748 2.746 
2.736 2.734 2.733 2.732 2.731 
2.728 2.728 2.728 2.728 2.728 

0.5 0.6 0.7 

2.769 2.766 2.763 
2.744 2.742 2.740 
2.730 2.730 2.729 
2.728 2.728 2.729 

0.8 

2.760 
2.739 
2.729 
2.730 

0.9 

2.757 
2.737 
2.728 
2.730 

50 2.731 2.732 2.733 2.734 2.735 2.737 2.738 2.740 2.741 2.743 
51 2.745 2.747 2.749 2.751 2.753 2.755 2.758 2.761 2.763 2.766 
52 2.769 2.772 2.775 2.778 2.781 2.785 2.788 2.792" 2.795 2.799 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 

2.803 
2.848 
2.902 
2.967 
3.042 
3.128 
3.225 
3.333 
3.454 
3.587 
3.733 
3.894 
4.071 
4.265 
4.478 
4.712 
4.970 
5.254 
5.569 
5.919 
6.311 
6.750 
7.247 
7.813 
8.465 
9.222 

10.11 
11.18 
12.48 
14.10 
16.17 
18.93 
22.77 
28.53 
38.11 

2.807 
2.853 
2.908 
2.974 
3.050 
3.137 
3.235 
3.345 
3.466 
3.601 
3.749 
3.911 
4.090 
4.285 
4.500 
4.737 
4.997 
5.284 
5.603 
5.957 
6.352 
6.797 
7.300 
7.874 
8.535 
9.305 

10.21 
11.30 
12.63 
14.28 
16.41 
19.25 
23.24 
29.27 
39.43 

2.811 
2.858 
2.914 
2.981 
3.059 
3.147 
3.246 
3.356 
3.479 
3.615 
3.764 
3.928 
4.108 
4.306 
4.523 
4.762 
5.024 
5.315 
5.636 
5.994 
6.394 
6.844 
7.354 
7.936 
8.607 
9.389 

10.31 
11.42 
12.77 
14.47 

16.66 
19.59 
23.74 
30.05 
40.84 

2.815 
2.863 
2.921 
2.988 
3.067 
3.156 
3.256 
3.368 
3.492 
3.629 
3.780 
3.945 
4.127 
4.327 
4.546 
4.787 
5.052 
5.345 
5.670 
6.032 
6.437 
6.893 
7.409 
7.999 
8.680 
9.474 

10.41 
11.54 
12.93 
14.66 

16.91 
19.94 
24.25 
30.86 
42.36 

2.820 
2.868 
2.927 
2.996 
3.075 
3.166 
3.267 
3.380 
3.505 
3.644 
3.796 
3.963 
4.146 
4.348 
4.569 
4.812 
5.080 
5.376 
5.705 
6.071 
6.480 
6.941 
7.464 
8.063 
8.754 
9.561 

10.52 
11.67 
13.08 
14.86 

17.17 
20.30 
24.78 
31.73 
44.00 

2.824 
2.874 
2.933 
3.003 
3.084 
3.175 
3.278 
3.392 
3.518 
3.658 
3.812 
3.981 
4.166 
4.369 
4.592 
4.838 
5.108 
5.408 
5.740 
6.109 
6.524 
6.991 
7.521 
8.127 
8.829 
9.649 

10.62 
11.80 
13.24 
15.07 

17.44 
20.68 
25.34 
32.64 
45.76 

2.829 
2.879 
2.940 
3.011 
3.092 
3.185 
3.289 
3.404 
3.532 
3.673 
3.828 
3.998 
4.185 
4.390 
4.616 
4.864 
5.137 
5.440 
5.775 
6.149 
6.568 
7.041 
7.578 
8.193 
8.905 
9.739 

10.73 
11.93 
13.41 
15.28 
17.72 
21.07 
25.92 
33.60 
47.68 

2.833 
2.885 
2.946 
3.019 
3.101 
3.195 
3.300 
3.416 
3.545 
3.688 
3.844 
4.016 
4.205 
4.412 
4.640 
4.890 
5.166 
5.471 
5.810 
6.188 
6.613 
7.091 
7.635 
8.259 
8.983 
9.831 

10.84 
12.06 

13.57 
15.49 
18.01 
21.47 
26.53 
34.63 
49.76 

2.838 
2.890 
2.953 
3.026 
3.110 
3.205 
3.311 
3.429 
3.559 
3.703 
3.861 
4.034 
4.225 
4.434 
4.663 
4.916 
5.195 
5.504 
5.846 
6.229 
6.658 
7.142 
7.694 

2.843 
2.896 
2.960 
3.034 
3.119 
3.215 
3.322 
3.441 
3.573 
3.718 
3.877 
4.053 
4.245 
4.456 
4.688 
4.943 
5.224 
5.536 
5.883 
6.270 
6.704 
7.194 
7.753 

8.327 8.395 
9.061 9.141 
9.924 10.02 

10.95 11.07 
12.20 12.34 
13.74 13.92 
15.71 15.94 

18.31 18.61 
21.89 22.32 
27.16 27.83 
35.72 36.88 
52.02 54.51 
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APPENDIX 8: PHYSICAL CONSTANTS AND CONVERSION 
FACTORS 

Physical Constants 

Avogadro constant 
Boltzmann constant 
Charge on electron 
Planck constant 
Speed of light 
Electron mass 

Useful Conversion Factors 

NA = 6.022 X 1023 particles/mole 
k = 8.617 X 10-5 eV/K = 1.38 x 10-23 J/K 
e = 1.602 x 10-19 C 
h = 4.136 X 10-15 eV· s = 6.626 X 10-34 J. S 

C = 2.998 X 108 m/s 
m = 9.1095 x 10-31 kg 

1 nm = 10-9 m = 10 A = 10-7 em 
1 eV = 1.602 x 10-19 J 
O°C = 273 K 
°C = (OF - 32) x 5/9 
K = °C + 273 

Prefixes 

m = milli = 10-3 

IJ. = micro = 10-6 
n = nano = 10-9 

P = pico = 10-12 

k = kilo = 103 

M= mega = 106 

G = giga = 109 

T = tera = 1012 
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APPENDIX 9: jCPDS-ICDD CARD NUMBERS FOR SOME 
COMMON MATERIALS 

Material 
Pearson Card 
symbol Number 

cPl a-Po AuTel.7 
19-899 19-528 

cP2 CsCI ~-cuZn FeAl 
5-607 2-1231 33-20 

cP4 Cu)Au 
35-1357 

cI2 Cr Fe 'llI W 
6-694 6-696 4-788 4-806 

cF4 Ag AI Au Cu Ni Pb 
4-783 4-787 4-784 4-836 4-850 4-686 

cP8 AlN CaO GaAs Ge MgO NaCI NiO 
25-1495 37-1497 32-389 4-545 45-0946 5-628 4-835 

Si TIC TIN ZnS 
27-1402 32-1383 38-1420 5-566 

cP12 CaF2 

35-816 
cF16 Fe)AI 

45-1203 
hP2 Cd Mg TI Zn 

5-674 35-821 44-1294 4-831 

hP4 AlN PTFE Zno Zns 
25-1133 27-1873 36-1451 36-1450 

bRIO a-Al2O) 
46-1212 
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APPENDIX 10: CRYSTAL STRUCTURES AND LATTICE 
PARAMETERS OF SOME SELECTED MATERIALS 

Crystal Pearson 
Lattice parameters 

Material Symbol structure symbol a c cia 

a-Alumina a-Al20 3 corundum bRIO 0.4759 1.2993 2.7303 
Aluminum AI fcc cF8 0.4049 
Aluminum nitride AlN zincblende cF8 0.4120 
Aluminum nitride AlN wurtzite hP4 0.3111 0.4979 1.6005 
j3-Brass j3-cuzn esCI cP2 0.2948 
Cadmium Cd hcp hP2 0.2979 0.5618 1.8857 
Calcium oxide CaO NaCI cF8 0.4811 
Cesium chloride CsCI CsCI cP2 0.4123 
Chromium Cr bcc el2 0.2884 
Copper Cu fcc cF4 0.3615 
Copper-gold CU3Au simple cubic cP4 0.3749 
Calcium fluoride CaF2 fluorite cF12 0.5463 
Gallium arsenide GaAs zinc blende cF8 0.5654 
Germanium Ge diamond cubic cF8 0.5658 
Gold Au fcc cF4 0.4079 
Gold telluride AuTe!.7 simple cubic cPl 0.2961 
a-Iron a-Fe bcc el2 0.2866 
Iron aluminide FeAl cubic cP2 0.2895 
Iron aluminide Fe3A1 cubic cF16 0.5793 
Lead Pb fcc cF4 0.4951 
Magnesium Mg hcp hP2 0.3209 0.5211 1.6238 
Magnesium oxide MgO NaCI cF8 0.4211 
Nickel Ni fcc cF4 0.3524 
Nickel oxide NiO NaCI cF8 0.4177 
a-Polonium a-Po simple cubic cPl 0.3359 
Silicon Si diamond cubic cF8 0.5431 
Silver Ag fcc cF4 0.4086 
Sodium chloride NaCI NaCI cF8 0.5640 
Tantalum Ta bcc el2 0.3306 
Titanium Ti hcp hP2 0.2951 0.4683 1.5871 
Titanium carbide TiC NaCI cF8 0.4327 
Titanium nitride TiN NaCI cF8 0.4242 
Tungsten W bcc el2 0.3165 
Zinc Zn hcp hP2 0.2665 0.4947 1.8563 
Zinc oxide Zno wurtzite hP4 0.3250 0.5207 1.6021 
Zinc sulfide Zns zincblende cF8 0.5406 
Zinc sulfide Zns wurtzite hP4 0.3821 0.6257 1.6376 
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New York. Chapter 3 is on the structure of crystalline solids. 

Smith. w. R (1996), Principles of Materials Scima and Engineering, 3rd. ed., McGraw-Hill, New York. 
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trying to index an x-ray diffraction pattern or to identify a material. 
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OH. Volume 1: Ac-Ag to Ca-Zn; Volume 2: Cd-Ce to Hf-Rb; Volume 3: Hf-Re to Zn-Zr. The 
standard reference source for phase diagrams of alloys. 
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The standard reference source for phase diagrams of ceramics. 
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Index 

Absorption, 66 
of x-rays, 12 

Absorption coefficients, linear, 224 
mass, 224 
table, 257 

ALARA, principles, 92 
Amorphous solids, 21 
Angstom unit, 4 
ASTM, grain size charts, 210 
Atomic packing factor (APF), 31 
Atomic scattering factor, 17 

table, 255 

Background radiation, 81 
Basis, 27 
Body-centered cubic structure, 28 
Body-centering translation, 28 
Bragg's law; 50 
Bravais lattices, 24 

C60 structure, 41 
Cauchy profile, 211 
Cell volumes, equations, 252 
Centering translations, 28, 30 
Cesium chloride structure, 36 
Characteristic radiation, 6 

wavelength, table, 14 
Chemical analysis by diffraction, 237 

single-phase material, 240 
two-phase materiaL 243 

Cohen's method, 159 
Coherent scattering, 15 
Cold-worked metaL 209 
Collimators, 71 

271 

Complex exponential functions, 55 
Constructive interference, 18 
Continuous spectrutn, 5 
Crystal monochromators, 70 
Crystal structure, 27 

notation for, 41 
of some compounds, table, 35, 263 

Crystal structure determination 
cubic structures, 97 
hexagonal structures, 125 

Crystal systems, 24 
table, 25 

Crystallite size, determination of, 207 
CsCI structure, 36 

Debye-Scherrer camera, 156 
errors, 156 

Debye-Scherrer method, 166 
Densities, table, 257 
Destructive interference, 18 
Detectors, 72 

energy resolution, 76 
proportional, 73 
position sensitive, 74 
scintillation, 74 
solid state, 75 

Diamond cubic structure, 33 
Diffraction, 14 

from amorphous materials, 60 
comparison with reflection, 50 
from crystalline materials, 50 

Diffraction pattern, standard features, 80 
aluminum, 81,82, 102, 162,217 
aluminum nitride, 146 
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Diffraction pattern (cont.) 
aluminum-silicon powder mixture, 231 
chromium, 106 
cold-worked aluminum. 216 
cold-worked copper, 216 
copper, 108,219 
copper-gold. fully disordered. 201 
copper-gold. partially ordered, 202 
cubic materials, 83 
iron, 110 
magnesium, 135 
magnesium oxide, 179 
magnesium oxide-calcium oxide mixture, 

233 
magnesium oxide-nickel oxide alloys, 181. 

183, 185, 187 
nickel. 112 
nickel oxide, 189 
silicon. 114 
titanium. 141 
titanium nitride, 118 
zinc, 130 

Diffractometer. 
errors, 157 
general features, 63 
optics, 68 
specimen preparation. 66 

Disappearing phase method. 175 
Domains, 209 

Elastic scattering. 15 
Electromagnetic spectrum, 4 
Electron transitions, 9 

selection rules for, 13 
Electron volt, 3 
Escape peak, 80 
Extrapolation functions, 156 

Face-centered cubic structure, 29 
Face-centering translations, 30 
Fluorescence, 74 
Fluorescent radiation, 65 
Fluorite structure, 40 
Fundamental reflections, 198 

Gaussian profile, 211 
Germanium detector, 79 
Glasses, 61 
Grain boundaries, 22 

Hanawalt method, 87, 239 
Hexagonal close-packed structure, 31 
Hull-Davey chart, 126 

ICDD (International Centre for Diffraction 
Data),86 

Indexing powder patterns, 
cubic crystals, 97 
hexagonal crystals, 125 

Indices, of directions, 47, 49 
of planes, 43 

Inelastic scattering. 15 
Integrated intensity, 59, 69 
Intensities of peaks, 59, 224 
Interference, 16 

JCPDS (Joint Committee on Powder Diffraction 
Standards), 86 
card numbers, 262 

Lattice, 23 
points per cell. 25 

Lattice parameters, 23 
table, 263 
converting between hexagonal and face­

centered cubic lattices, 177 
Lattice-parameter measurements, 

cubic structures, 100 
hexagonal structures, 128 
precise measurements, 154 

Lattice strain. determination of, 207 
Least squares, method of, 160 
Lever rule, 170 
linear absorption coefficient, 224 
Long-range order, 21 

detection of, 193 
Long-range order parameter, 194 
Lorentz-polarization factor. 58 

table, 259 
Lorentzian profile, 211 

Mass absorption coefficient, 224 
table, 257 

Miller-Bravais indices, 48 
Miller indices, 43 

quadratic forms, table, 254 
Monochromators, 70 
Multiplicity factor, 45 

table, 258 

NaCi structure, 37 
Nonprimitive cells, 25 

Order, long-range, 21 
parameter, 194 
short-range, 22 

Order-disorder transformations, 194 
in Ii-brass, 203 



Order-disorder transfonnations (cont.) 
in copper-gold. 195 
in copper-palladium, 203 
in copper-platinum, 203 
in iron-aluminum, 203 

Parametric method. 174 
Peak broadening, due to crystallite size, 208 

faulting, 209 
instrumental effects, 208 
strain,208 

Pearson symbols, 41 
for some crystal structures, 42 
table, 42 

Peltier effect, 79 
phase diagrams, detennination of, 167 

gennanium-silicon, 168 
gold-copper, 195 
magnesium oxide-calcium oxide, 168 
titanium-aluminum, 169 

Physical constants, table, 261 
Planar density, 47 
Plane-spacing equations, table, 251 
Point lattice, 23 
Polymers, 62 
Polymorphism, 35 
Position-sensitive detector. 74 
Powder diffraction file (PDF), 85, 238 
Powder mixtures, quantitative analysis of, 223 

direct comparison method, 227 
external standard method, 226 
internal standard method, 228 

Precise lattice parameter measurements, 153 
Preferred orientation, 67 
Primitive cells, 25 
Proportional detector, 73 

Quadratic fonns of Miller Indices, table, 254 
Quantum numbers, 10 

Radiation dose, unit of, 92 
Rock-salt structure, 35 

Safety precautions, 91 
Scattering, 14 
Scherrer fonnula, 212 
Scintillation detector, 74 
Selection rules, 54; see also Structure factor 

cubic materials, table, 99 
table, 59 

Short-range order, 22 
Short-wavelength limit, 8 
Si(U) detector, 75 
Simple cubic structure, 28 
Sodium chloride structure, 37 
Solid solubility, determination, 176 

Index 

substitutional, Hume-Rothery rules for, 
175 

Solid state detector, 75 
Soller slits, 68 
Spinel structure, 41 
Structure factor, 52 

for diamond cubic structure, 57 
for fcc structure, 55 
for NaCl structure, 56 
for simple cubic structure, 55 
table, 59, 256 

Subgrain structure, 209 
Superlattice reflections, 198 
Superposition of waves, 16 

Temperature factor, 60 
Texture, 67 

Unit cell, 23 
unit-cell volume equations, 252 

Unknown material, identification of, 237 
single-phase material, 240 
two-phase material, 243 

Vegard's law, 177 

Wavelengths, 
of commonly used X-rays, table, 14 
critical absorption wavelength, 12 

Weighted average, 11 

X-ray camera, 156,210 
X-ray tubes, 5 
X-rays, absorption of, 12 

characteristic, 6 
continuous, 5 
detection of, 72 
fluorescent, 65 
production of, 5 
safety precautions, 91 

ZnS (zinc blende structure), 38 
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